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Abstract—Recent	 advancements	 in	 generative	 artificial	
intelligence	(GenAI),	particularly	large	language	models	(LLMs),	have	
transformed	the	landscape	of	AI-driven	educational	applications.	In	
this	paper,	we	report	on	the	design	and	use	of	a	general	and	adaptable	
client-server	web	 application	 architecture	 that	 harnesses	 LLMs	 for	
automated	 educational	 content	 generation.	 This	 architecture	
seamlessly	 integrates	 modern	 web	 technologies	 with	 AI-driven	
content	 creation	 workflows,	 enabling	 instructors	 to	 generate	
instructional	materials	and	assessment	items	efficiently.	The	system	
leverages	 retrieval-augmented	 generation	 (RAG)	 to	 incorporate	
relevant	 course	 materials,	 ensuring	 that	 generated	 content	 aligns	
with	 predefined	 learning	 objectives	 and	 pedagogical	 frameworks.	
Additionally,	 prompt	 engineering	 techniques	 are	 employed,	
leveraging	structured	course	modeling,	and	human-AI	interaction	in	
optimizing	 the	 quality	 and	 usability	 of	 AI-generated	 content.	 To	
evaluate	 the	 effectiveness	 of	 this	 architecture,	 we	 discuss	 the	
outcomes	 of	 multiple	 research	 studies	 that	 implement	 this	
framework	in	a	research	setting.	These	studies	examine	various	use	
cases,	 AI	 integration	 strategies,	 and	 iterative	 improvements	 in	
content	generation,	highlighting	both	the	potential	and	challenges	of	
LLM-driven	educational	applications.	Furthermore,	the	application	of	
this	architecture	to	real-world	educational	settings	is	discussed.	By	
providing	a	scalable,	adaptable,	and	research-driven	approach,	this	
work	 contributes	 to	 the	 ongoing	 development	 of	 AI-enhanced	
learning	 environments,	 paving	 the	 way	 for	 future	 innovations	 in	
automated	 content	 generation,	 adaptive	 learning,	 and	 AI-assisted	
instruction.	
Index	 Terms—	Generative	 AI,	 Prompt	 Engineering,	 Large	

Language	Models,	Human-AI	Interaction,	Educational	Content	

I. INTRODUCTION	
The	 development	 of	 high-quality	 educational	 content	 is	

essential	 for	 effective	 instruction.	 These	 materials	 form	 the	
foundation	 upon	 which	 learners	 build	 their	 understanding.	
However,	 creating	new	educational	content,	 such	as	assessment	
items	 and	 instructional	 materials,	 is	 both	 time-consuming	 and	
labor-intensive.	 A	 key	 challenge	 is	 generating	 personalized	
content	 that	 aligns	 with	 individual	 student	 needs	 while	 also	
targeting	 specific	 learning	 objectives	 (LOs),	 concepts,	 or	 skills	
within	 a	 course.	 Personalized	 learning	materials	 are	 crucial	 for	
adaptive	learning	systems	(ALS)	that	identify	student	weaknesses	
and	 provide	 tailored	 instructional	 support.	 However,	 the	
development	of	targeted,	personalized	content	continues	to	pose	
a	 substantial	 challenge	 for	 educators,	 particularly	 in	 contexts	
where	 professional	 development,	 technological	 infrastructure,	
and	 instructional	 resources	 have	 not	 evolved	 to	 support	 the	
demands	of	personalized	learning	environments,	making	effective	
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implementation	difficult	[1].	
Recent	 advancements	 in	 Generative	 Artificial	 Intelligence	

(GenAI)	 have	 opened	 new	 possibilities	 for	 applying	 AI	 in	
education,	 especially	 for	 automating	 the	 creation	of	 educational	
content	[2].	Large	Language	Models	(LLMs),	as	well	as	generative	
image	 and	 video	models,	 can	 produce	 customized	 instructional	
materials	 based	 on	 natural	 language	 prompts.	 Tools	 such	 as	
ChatGPT	 and	 Claude	 enable	 educators	 to	 generate	 content	
dynamically.	However,	current	GenAI	applications	 lack	seamless	
integration	with	Learning	Management	Systems	(LMS),	requiring	
manual	 effort	 to	 transfer	 generated	 materials.	 Additionally,	
existing	LLM	tools	do	not	have	access	to	structured	course	models	
or	 existing	 LMS	 content,	 limiting	 their	 ability	 to	 generate	
contextually	relevant	materials.	This	gap	presents	an	opportunity	
to	 develop	 GenAI-driven	 applications	 that	 integrate	 with	 LMS	
platforms,	 leveraging	 course	 models	 and	 educational	 data	 to	
automate	content	generation.	
Beyond	 integration,	 purpose-built	 systems	 can	 incorporate	

advanced	AI	techniques	such	as	Retrieval-Augmented	Generation	
(RAG),	 fine-tuning,	 and	 specialized	 prompting	 strategies	 to	
enhance	content	quality	and	personalization.	By	embedding	these	
techniques	 into	 a	 well-structured	 application	 architecture,	
researchers	 and	 developers	 can	 refine	 AI-driven	 educational	
content	 generation,	 allowing	 instructors	 to	 focus	 on	 curriculum	
development	 rather	 than	 the	 complexities	 of	 AI	 system	
implementation.	
This	 paper	 presents	 a	 system	 architecture	 for	 a	 client-server	

application	 designed	 to	 generate	 educational	 materials	 using	
LLMs	and	advanced	prompting	techniques.	The	architecture	has	
been	implemented	and	evaluated	in	multiple	research	studies	to	
evaluate	 different	 content	 generation	 strategies	 and	 human-AI	
interaction	(HAI)	models.	We	provide	a	detailed	description	of	the	
system	 design,	 its	 implementation,	 and	 the	 outcomes	 of	 these	
studies.	

II. LITERATURE	REVIEW	

A. Large	Language	Models	in	Education	
AI	 has	 played	 a	 significant	 role	 in	 educational	 research	 for	

decades	 [3].	 The	 field	 of	 AI	 in	 Education	 (AIED)	 has	 explored	
various	computational	approaches	to	enhance	learning,	including	
algorithms	 for	knowledge	 tracing	 (KT)	 [4]	and	educational	data	
mining	 [5].	 More	 recently,	 the	 rapid	 advancement	 of	 LLMs	 has	
sparked	a	surge	of	interest	in	AIED	due	to	their	ability	to	generate	
high-quality	 content	 through	 natural	 language	 prompts.	
Researchers	 and	 educators	 are	 actively	 investigating	 the	
implications	 of	 LLMs	 across	 educational	 levels,	 from	 primary	
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school	 to	 higher	 education	 and	 lifelong	 learning	 [6-11].	 A	
prominent	area	of	research	has	been	the	development	of	chatbot-
based	 tutoring	 systems,	 which	 leverage	 conversational	 AI	 to	
provide	interactive,	adaptive	learning	experiences	like	other	LLM-
powered	 tools	 [11,	 12].	 LLMs	 have	 also	 been	 explored	 for	
automated	student	performance	evaluation,	including	grading	and	
feedback	 generation	 [13-15].	 Additionally,	 LLMs	 have	 been	
applied	to	the	automatic	generation	of	assessment	items,	such	as	
multiple-choice	questions	(MCQs),	 in	multiple	 learning	domains,	
enabling	scalable	and	efficient	test	creation	[16-18].		

B. Enhancing	Generated	Content	
Since	 state-of-the-art	 (SOTA)	 LLMs	 are	 trained	 on	 vast	 and	

diverse	 datasets,	 their	 outputs	 often	 reflect	 patterns,	
generalizations,	 and	 statistical	 associations	 derived	 from	 the	
content	 they	 have	 been	 exposed	 to	 during	 training.	 As	 a	 result,	
improving	 the	 precision,	 relevance,	 and	 pedagogical	 quality	 of	
LLM-generated	 educational	 materials	 requires	 additional	
techniques.	Several	strategies	have	been	explored	to	refine	LLM	
outputs,	 including	 prompt	 engineering,	 RAG,	 and	 model	 fine-
tuning.	
Prompt	engineering	involves	carefully	designing	the	input	text	

given	 to	 an	 LLM	 to	 optimize	 the	 quality	 and	 specificity	 of	 the	
generated	 response	 [19].	 By	 structuring	 prompts	 with	 explicit	
instructions,	constraints,	or	formatting	guidelines,	the	output	can	
be	aligned	more	closely	with	educational	objectives.	This	includes	
using	 structured	 templates,	 chaining	 prompts	 for	 multi-step	
reasoning,	 or	 leveraging	 techniques	 like	 zero-shot	 and	 few-shot	
learning,	where	the	model	is	given	examples	to	guide	its	response	
generation	[14,	20].	
RAG	enhances	LLM	responses	by	dynamically	injecting	relevant	

external	 information	into	the	prompt	[21,	22].	In	education,	this	
technique	 involves	 retrieving	 contextual	 data	 from	a	 structured	
knowledge	 base,	 such	 as	 textbooks,	 lecture	 notes,	 or	 an	
instructor's	 curated	materials	 [23].	 To	 achieve	 this,	 educational	
content	 is	 first	 embedded	 into	 vector	 representations,	 enabling	
semantic	search	using	similarity	measures	to	find	and	incorporate	
the	most	relevant	information	into	the	prompt	before	passing	it	to	
the	 LLM.	 By	 grounding	 the	 model	 in	 accurate,	 domain-specific	
content,	 RAG	 reduces	 hallucinations	 and	 improves	 factual	
consistency.	
Fine-tuning	an	LLM	involves	retraining	it	on	a	domain-specific	

dataset	 to	 enhance	 its	 performance	 for	 specialized	 educational	
applications.	 Techniques	 such	 as	 supervised	 fine-tuning	 and	
reinforcement	learning	with	human	feedback	(RLHF)	[24]	enable	
the	model	to	adjust	its	weight	based	on	high-quality	educational	
data	 and	 expert-curated	 feedback.	 This	 process	 improves	 the	
model’s	ability	to	generate	accurate,	pedagogically	sound	content	
that	 aligns	 with	 LOs	 and	 instructional	 strategies.	 Additionally,	
other	 reinforcement	 learning	 (RL)	 techniques	 can	 further	
optimize	 content	 generation.	 For	 example,	 Scarlatos	 et	 al.	 [15]	
applied	 direct	 preference	 optimization	 (DPO)	 to	 improve	 the	
alignment	 and	 accuracy	 of	 generated	 feedback	 for	 math	
assessments.	
Beyond	 general	 techniques,	 education-focused	 strategies	 can	

further	 refine	 LLM-generated	 content.	 For	 instance,	 integrating	
Bloom’s	Taxonomy	into	prompt	engineering	allows	for	structuring	
content	 by	 cognitive	 complexity	 levels	 [25].	 Embedding	
educational	frameworks	into	content	generation	pipelines	enables	
LLMs	 to	 produce	 scaffolded	 educational	 materials	 that	 foster	
deeper	learning	and	engagement.	By	leveraging	these	techniques,	
LLMs	 can	 be	 better	 adapted	 to	 the	 needs	 of	 educators	 and	
students,	 improving	 the	 effectiveness,	 relevance,	 and	

personalization	of	AI-generated	educational	content.	

C. Modeling	Educational	Domains	
A	 fundamental	 aspect	 of	 AI-driven	 educational	 content	

generation	 is	 how	 the	 content	 is	 modeled.	 To	 ensure	 that	
generated	 materials	 align	 with	 existing	 course	 structures	 and	
instructional	pedagogies,	it	is	essential	to	incorporate	well-defined	
educational	 domain	 models	 into	 the	 generation	 process.	 This	
structured	representation	of	educational	content	allows	GenAI	to	
produce	 materials	 that	 are	 cohesive,	 pedagogically	 sound,	 and	
relevant	to	specific	curricula.	
One	 widely	 used	 approach	 in	 educational	 modeling	 is	

curriculum	modeling	 [26],	 which	 organizes	 course	 content	 into	
structured	hierarchies.	Courses	can	be	represented	as	a	 layered	
framework	 consisting	 of	 overarching	 subject	 areas,	 thematic	
modules,	granular	knowledge	components	(KCs),	and	specific	LOs.	
These	 relationships	 provide	 a	 structured	 foundation	 for	
generating	targeted	educational	materials.	By	referencing	specific	
KCs,	AI	systems	can	generate	practice	questions,	explanations,	or	
summaries	that	align	with	predefined	LOs	and	student	knowledge	
levels.	
Another	powerful	technique	for	modeling	educational	content	

involves	knowledge	graphs	and	ontologies,	which	explicitly	define	
relationships	between	concepts,	skills,	and	prerequisites	in	each	
subject	 area	 [27].	 These	 structured	 representations	 enable	 AI	
models	 to	 retrieve	 contextually	 relevant	 content,	 generate	
logically	 structured	 instructional	 materials,	 and	 ensure	 that	
students	receive	content	that	builds	upon	prerequisite	knowledge.	
For	example,	in	STEM	education,	a	mathematics	knowledge	graph	
could	 outline	 connections	 between	 algebraic	 concepts,	 allowing	
LLMs	 to	 generate	 adaptive	 learning	pathways	based	on	 student	
proficiency	[9,	28].	
A	robust	domain	model	also	enables	adaptive	learning,	where	

generated	 content	 is	 dynamically	 adjusted	 based	 on	 student	
performance	 and	 engagement.	 This	 approach	 ensures	 that	 AI-
generated	content	is	not	only	domain-aware	but	also	personalized	
to	individual	learning	trajectories.	

III. SYSTEM	IMPLEMENTATION	
While	existing	research	systems	showed	that	GenAI	is	effective	

for	generating	educational	content,	many	existing	solutions	 lack	
comprehensive	integration	with	key	educational	components	such	
as	 structured	 course	 models,	 student	 learning	 profiles,	 and	
external	 learning	 resources.	 Furthermore,	 while	 these	 systems	
demonstrate	 promising	 capabilities,	 their	 full	 architectures	 are	
often	 not	 fully	 described,	 making	 it	 difficult	 to	 assess	 their	
scalability,	 adaptability,	 and	 effectiveness	 in	 real-world	
educational	settings.	
Our	implementation	addresses	these	gaps	by	providing	a	fully	

integrated	system	capable	of	generating	educational	content	while	
seamlessly	incorporating	course	structures,	student	models,	and	
external	 learning	 materials.	 By	 leveraging	 structured	 course	
models,	 our	 system	 ensures	 that	 generated	 content	 aligns	with	
predefined	 LOs	 and	 instructional	 strategies.	 Additionally,	 the	
integration	 of	 student	 models	 enables	 personalized	 content	
generation,	adapting	to	individual	learning	needs	and	proficiency	
levels.	 Furthermore,	 by	 utilizing	 RAG	 with	 external	 learning	
resources	 and	 instructional	 files,	 our	 approach	 enhances	 the	
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relevance	and	contextual	accuracy	of	AI-generated	materials.	

A. System	Architecture	
	 Our	 educational	 content	 generation	 system	 follows	 a	 client-
server	architecture,	designed	for	seamless	integration	with	course	
models,	 student	 models,	 and	 AI-driven	 content	 generation	
workflows	 (see	 Figure	 1).	 The	 front-end	 is	 developed	 using	
Next.js1 ,	 a	 React-based	 framework	 that	 enables	 a	 dynamic	 and	
responsive	 user	 interface,	 ensuring	 an	 intuitive	 experience	 for	
instructors	 and	 administrators.	 The	 server-side	 is	 built	 on	
Node.js 2 ,	 leveraging	 its	 efficient	 asynchronous	 processing	
capabilities	 to	 manage	 API	 requests,	 content	 generation	
workflows,	and	database	operations.	
A	 MongoDB 3 	database	 serves	 as	 the	 system’s	 primary	 data	

store,	 organizing	 and	 managing	 structured	 course	 information,	
 

1https://nextjs.org		
2https://nodejs.org		

including	courses,	units,	LOs,	and	generated	assessment	questions.	
This	 structured	 storage	 facilitates	 the	 retrieval	 of	 relevant	
educational	content	for	RAG,	ensuring	that	AI-generated	materials	
align	 with	 existing	 curricular	 frameworks.	 The	 system’s	
architecture	 allows	 for	 scalable	 and	 efficient	 handling	 of	
educational	 data	 while	 supporting	 real-time	 updates	 and	
integrations	with	AI-driven	content	generation	models.	

B. LLM	Integration	
	 At	the	core	of	our	educational	content	generation	system	is	the	
integration	 of	 LLMs,	 which	 drives	 the	 creation	 of	 instructional	
materials,	 assessment	 questions,	 and	 personalized	 learning	
content.	To	enable	seamless	 interaction	with	LLMs,	we	 leverage	
LangChain 4 ,	 a	 powerful	 framework	 that	 facilitates	 the	
orchestration	 of	 AI-driven	 workflows.	 LangChain	 provides	 a	
unified	interface	for	integrating	multiple	LLM	providers,	including	
OpenAI,	Anthropic,	Mistral,	Vertex	AI,	and	AWS,	allowing	for	easy	
adaptability	 across	 different	 models.	 This	 flexibility	 enables	
developers	to	experiment	with	and	switch	between	LLMs	based	on	
performance,	cost,	or	preference,	making	the	architecture	highly	
adaptable	 for	 various	 educational	 applications.	 Our	
implementation	 primarily	 utilizes	 OpenAI’s	 GPT	 models.	 By	
integrating	 LangChain	with	 OpenAI's	 LLMs,	 we	 ensure	 that	 the	
system	produces	coherent,	pedagogically	sound,	and	dynamically	
adaptable	 educational	 content,	 supporting	 a	 wide	 range	 of	
instructional	needs.	

C. Retrieval-Augmented	Generation	
	 To	 enhance	 content	 generation,	we	 implement	RAG,	 allowing	
instructors	to	upload	learning	resources	such	as	textbooks,	lecture	
notes,	or	supplementary	materials	directly	through	the	instructor	
interface.	 These	 documents	 are	 processed,	 embedded,	 and	
indexed,	 enabling	 the	 system	 to	 retrieve	 relevant	 context	 and	
improve	the	quality	of	AI-generated	content.	
	 Upon	 upload,	 documents	 undergo	 a	 processing	 pipeline	 that	
prepares	them	for	efficient	retrieval	(illustrated	in	Figure	2).		

First,	 the	 documents	 are	 segmented	 using	 LangChain	
TextSplitters,	 ensuring	 that	 the	 content	 is	 broken	 down	 into	
manageable	 chunks.	 Each	 segment	 is	 then	 embedded	 using	 the	
OpenAI	 embedding	 model,	 transforming	 text	 into	 high-
dimensional	 vector	 representations	 that	 capture	 semantic	
meaning.	These	vector	embeddings	are	stored	and	indexed	using	

3https://mongodb.com		
4https://langchain.com		

Figure 1: The architectural diagram illustrates the question generation 
system’s client-server framework, where a Next.js front-end empow- 
ers instructors with intuitive controls for question generation. On 
the server side, a NodeJS application manages database interactions 
and executes question generation algorithms. The system utilizes a 
MongoDB database both as a traditional document store and as an 
embedded vector store, providing flexibility in content storage and 
retrieval 

Figure 2: Retrieval augmented generation process for educational content 
generation. 
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MongoDB	Atlas	Vector	 Search5,	 allowing	 for	 efficient	 similarity-
based	retrieval.	The	original	file	is	securely	stored	in	an	AWS	S3	
bucket,	ensuring	scalable	and	reliable	access	to	learning	materials.	
	

D. Prompt	Engineering	
Prompt	 engineering	 plays	 a	 crucial	 role	 in	 our	 educational	

content	generation	pipeline,	ensuring	that	AI-generated	materials	
are	well-structured,	 pedagogically	 sound,	 and	 aligned	with	 LOs.	
This	process	is	implemented	within	the	server	application,	where	
prompts	 are	 dynamically	 constructed	 and	 formatted	 using	
LangChain’s	 prompt	 templates.	 These	 templates	 enable	 the	
injection	and	structuring	of	contextual	information	into	the	LLM	
prompt,	ensuring	that	generated	content	adheres	to	educational	
best	practices.	
The	 system	 incorporates	 course-specific	 metadata	 into	 the	

prompt,	 including	course	hierarchy,	Question	Validation	Criteria	
(QVC),	 feedback	 requirements,	 and	 instructional	 methodology.	
Depending	on	the	type	of	content	being	generated,	such	as	MCQs,	
open-ended	 assessments,	 or	 instructional	 explanations,	 the	
appropriate	 prompt	 template	 is	 selected	 to	 ensure	 consistency	
and	clarity	in	the	output.	
To	 optimize	 prompt	 performance,	 the	 system	 supports	 zero-

shot,	 one-shot,	 and	 multi-shot	 prompting	 techniques,	 allowing	
instructors	 and	 researchers	 to	 experiment	 with	 different	 input	
structures	and	evaluate	their	impact	on	content	quality.	Through	
systematic	 testing	 and	 refinement,	 prompts	 can	 be	 adjusted	 to	
improve	response	accuracy,	increase	alignment	with	pedagogical	
principles,	and	reduce	LLM	hallucinations.	
A	 key	 advantage	 of	 this	 approach	 is	 that	 expertly	 defined	

prompt	 templates	 encapsulate	 complex	 learning	 science	
principles,	 enabling	 instructors	 to	 focus	 solely	 on	 defining	 LOs	
without	 needing	 expertise	 in	 AI-driven	 instructional	 design.	 By	
embedding	 educational	 theories,	 assessment	 frameworks,	 and	
domain-specific	constraints	directly	into	the	prompts,	the	system	
ensures	 that	 generated	 content	 is	 instructionally	 effective,	
contextually	relevant,	and	tailored	to	student	needs.	

E. Human-AI	Interaction	
The	 user	 interface	 of	 our	 educational	 content	 generation	

 
5https://www.mongodb.com/products/platform/atlas-vector-search		

architecture	 is	 designed	 to	 provide	 a	 seamless	 and	 intuitive	
experience	 for	 instructors,	 balancing	 the	 power	 of	 AI-driven	
automation	with	human	control	and	validation.	Built	with	Next.js,	
the	front-end	leverages	a	modular	component-based	architecture,	
enabling	 the	 flexible	 and	 scalable	 development	 of	 interactive	
interfaces.	The	application	interface	enables	instructors	to	create	
courses,	where	each	course	can	contain	multiple	units,	and	each	
unit	is	associated	with	specific		LOs.	 This	 structured	 course	
information	 is	 stored	 in	MongoDB,	 forming	 the	backbone	of	 the	
content	 generation	 system.	Once	 courses	are	 set	up,	 instructors	
can	 upload	 relevant	 documents,	 which	 are	 automatically	
processed	and	indexed	for	use	in	RAG.	
In	 the	 content	 generation	 workflow,	 instructors	 begin	 by	

selecting	structured	metadata	such	as	content	type,	course,	unit,	
LO,	 and	 configuration	 parameters	 like	 the	 number	 of	 questions	
and	answer	choices	(see	Fig.	3).	This	metadata	triggers	the	server-
side	 generation	 process,	 which	 retrieves	 relevant	 course	
information,	 uses	 RAG	 to	 fetch	 document	 embeddings,	 and	
constructs	an	LLM	prompt	based	on	a	predefined	template.	The	
LLM-generated	content	is	formatted	as	JSON	and	returned	to	the	
front	 end,	 where	 instructors	 review,	 accept,	 or	 edit	 the	 output	
through	 a	 validation	 interface.	 This	 HAI	 approach	 ensures	
instructors	maintain	control	over	final	content,	enabling	iterative	
refinement	and	improving	pedagogical	quality,	while	the	intuitive	
interface	supports	ease	of	use,	trust,	and	effective	AI	integration	
into	educational	workflows.	

IV. RESEARCH	USE	CASES	

A. MCQs	with	QVCs:	QuizGen	
To	evaluate	the	effectiveness	of	applying	QVC	to	AI-generated	

MCQs,	 we	 developed	 QuizGen,	 an	 application	 built	 on	 our	
educational	content	generation	architecture.	QuizGen	serves	as	a	
testbed	 for	 experimenting	 with	 different	 prompt	 engineering	
techniques	 and	 assessing	 the	 impact	 of	 structured	 question	
validation	 frameworks	 on	 AI-generated	 assessment	 items.	 By	
incorporating	 QVCs	 into	 the	 prompt	 engineering	 process,	 the	
system	 aims	 to	 improve	 the	 quality,	 clarity,	 and	 pedagogical	
alignment	of	generated	MCQs.	
In	 this	 implementation,	 we	 modified	 the	 base	 prompts	 to	

integrate	 expertly	 defined	 QVCs	 (see	 Fig.	 4),	 ensuring	 that	
generated	 questions	 adhered	 to	 specific	 standards	 of	 accuracy,	
cognitive	complexity,	and	instructional	effectiveness.	Additionally,	
we	explored	multiple	prompting	strategies	to	determine	the	most	
effective	approach	for	generating	high-quality	assessment	items.	
These	strategies	were	designed	to	optimize	question	quality	while	
maintaining	efficiency	in	content	generation.	
The	 first	 prompting	 strategy	 involved	 a	 zero-shot	 prompt	

approach,	 where	 all	 QVCs,	 course	 metadata,	 and	 contextual	
information	were	embedded	within	a	single	query	to	the	LLM.	This	
method	aims	 to	streamline	 the	generation	process	by	providing	
comprehensive	 input	 to	 the	 model	 in	 one	 step.	 However,	 a	
potential	limitation	of	this	approach	was	the	difficulty	in	enforcing	
all	 QVCs	 simultaneously,	 leading	 to	 inconsistencies	 in	 quality	
question.	
To	 improve	 upon	 this,	 we	 implemented	 a	 two-round	 critic-

based	prompting	strategy.	In	this	approach,	the	first	round	utilized	
course	metadata	and	contextual	information	to	generate	an	initial	
question,	 while	 the	 second	 round	 functioned	 as	 a	 self-critic,	
instructing	the	LLM	to	evaluate	and	refine	the	question	based	on	

Figure 3: Interface for selecting content metadata to generate content in the 
QuizGen application. 

https://www.mongodb.com/products/platform/atlas-vector-search
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the	predefined	QVCs.	This	method	introduced	an	additional	layer	
of	validation	and	enhancement,	allowing	the	model	to	identify	and	
correct	flaws	or	ambiguities	in	the	initial	question.	
Building	on	this	iterative	approach,	we	evaluated	a	multi-round	

enhancement	 strategy,	 where	 the	 question	 underwent	multiple	
refinement	iterations.	In	this	method,	the	first	round	produced	a	
baseline	question,	followed	by	subsequent	rounds	that	iteratively	
improved	 the	 question	 one	 validation	 criterion	 at	 a	 time.	 Each	
refinement	stage	used	a	new	prompt	that	incorporated	feedback	
from	 the	 previous	 iteration,	 progressively	 enhancing	 the	
alignment	with	QVCs,	readability,	and	cognitive	complexity.	
While	preliminary	results	from	this	study	show	no	statistically	

significant	 differences	 in	 the	 quality	 of	 generated	 questions,	
subject	matter	experts	rated	the	overall	quality	as	favorable.	These	
findings	suggest	that	structured	prompt	engineering,	when	paired	
with	 validation-driven	 refinement,	 holds	 promise	 for	 enhancing	
question	 quality.	 However,	 further	 research	 is	 needed	 to	 more	
precisely	define	the	criteria	required	to	meaningfully	improve	the	
quality	of	AI-generated	educational	assessments.	

B. MCQs	for	Adaptive	Formative	Assessments:	QuizMaster	
To	 evaluate	 the	 impact	 of	 AI-driven	 content	 generation	 on	

instructor	 efficiency	 in	 an	 ALS,	 we	 integrated	 our	 generation	
architecture	 into	QuizMaster,	 an	 adaptive	 formative	 assessment	
platform	 designed	 to	 evaluate	 adaptive	 algorithms	 [29].	 This	
implementation	aims	to	streamline	question	creation	workflows,	
allowing	 instructors	 to	 efficiently	 generate	 and	 customize	
assessment	items	while	ensuring	pedagogical	alignment	with	LOs.	
In	this	version	of	the	architecture,	multiple	types	of	MCQs	were	

developed,	 including	 standard	MCQs,	 fill-in-the-blank	questions,	

sentence	 completion	 (finish-the-sentence),	 and	 true/false	
questions.	 Each	 of	 these	 question	 formats	 required	 distinct	
generation	 instructions,	 which	 were	 expertly	 crafted	 and	
dynamically	 injected	 into	 the	 prompt	whenever	 a	 specific	MCQ	
type	was	selected.	This	structured	approach	ensured	that	the	LLM-
generated	 questions	 followed	 the	 appropriate	 format,	 met	
instructional	 standards,	 and	 provided	 students	 with	 clear	 and	
meaningful	assessments.	
Additionally,	each	MCQ	also	includes	feedback	for	each	answer	

option,	 which	 is	 automatically	 generated	 and	 aligned	 with	
predefined	 feedback	 criteria	 embedded	 in	 the	 prompt.	When	 a	
student	 completes	 an	 assessment,	QuizMaster	 displays	 targeted	
feedback	at	the	end	of	the	test,	helping	learners	understand	their	
mistakes	and	reinforcing	adaptive	learning	principles.	Because	the	
generated	 questions	 are	 immediately	 available	 for	 adaptive	
assessments,	 the	 system	 enhances	 scalability	 and	 efficiency,	
ensuring	 that	 instructors	 can	 rapidly	 deploy	 high-quality,	
personalized	assessments	without	manual	question	creation.	
By	automating	question	generation,	 formatting,	 and	 feedback	

integration,	this	implementation	of	QuizMaster	demonstrates	how	
AI-driven	tools	can	significantly	improve	instructor	productivity,	
reducing	the	time	spent	on	assessment	design	while	maintaining	
high-quality	learning	experiences.	

C. Iterative	Educational	Material	Generation:	EMGen	
	 To	 explore	 different	 HAI	 interaction	 techniques	 in	

educational	content	creation,	we	developed	EMGen,	an	 interface	
designed	 to	 evaluate	 an	 iterative	 content	 generation	 paradigm.	
This	system	allows	instructors	to	engage	in	a	dynamic,	multi-step	
interaction	 with	 the	 LLM,	 refining	 and	 enhancing	 generated	
content	 through	 a	 continuous	 feedback	 loop.	 By	 integrating	
structured	 instructor	 inputs,	 pedagogical	 frameworks,	 and	 AI-
assisted	refinements,	EMGen	enables	the	systematic	evaluation	of	
iterative	HAI	in	content	generation.	
	 The	iterative	process	begins	with	the	instructor	selecting	LO	

metadata,	 ensuring	 that	 generated	 content	 aligns	 with	 specific	
course	 goals.	 Next,	 the	 instructor	 selects	 a	 content	 type,	 which	
includes	 tutorials,	 concept	 explanations,	 MCQs,	 and	 exercises.	
Based	 on	 the	 chosen	 content	 type,	 context-aware	 pedagogical	
options	are	presented.	For	example,	 if	generating	questions,	 the	
instructor	 can	 apply	 QVCs	 to	 improve	 assessment	 quality.	 If	
generating	 tutorials	 or	 concept	 explanations,	 the	 system	 offers	
options	based	on	learning	theories,	such	as	the	GROW	model	for	
guided	 learning	 [30]	 or	 Feynman’s	 Technique	 for	 deep	 concept	
understanding	[31].	
	 Once	the	initial	content	is	generated,	the	instructor	enters	an	

iterative	 refinement	 phase,	 where	 they	 can	 review,	 edit,	 and	
provide	 feedback	 to	 the	 LLM.	 The	 AI	 processes	 this	 feedback,	
refining	the	content	in	multiple	iterative	cycles	until	the	instructor	
is	 satisfied.	 This	 interactive	 workflow	 enables	 instructors	 to	
maintain	 control	 over	 content	 quality	 while	 leveraging	 AI	 for	
efficiency	and	adaptability.	EMGen	serves	as	a	testbed	for	iterative	
generation	paradigms,	allowing	researchers	to	evaluate	different	
HAI	techniques	within	the	base	adaptable	LLM	generation	system	
architecture.	

V. FUTURE	WORK	
While	 preliminary	 evaluations	 of	 QuizGen,	 EMGen,	 and	

QuizMaster	 have	 shown	 promise,	 future	 research	 will	 focus	 on	
real-world	 testing	 with	 instructors	 and	 students	 to	 assess	 the	
effectiveness	 of	 HAI	 in	 educational	 content	 generation.	 This	
includes	 conducting	 user	 studies	 to	 evaluate	 usability,	

Figure 4: Prompt template for generating Multiple-Choice Questions (MCQs) 
with Question Validation Criteria (QVC), used in the QuizGen application. 
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engagement,	 and	 pedagogical	 impact,	 while	 refining	 iterative	
interaction	 techniques	 to	 support	 instructor	 autonomy,	 student	
adaptability,	 and	 personalized	 content.	 Currently	 driven	 by	
prompt	engineering	and	RAG,	the	system	will	evolve	through	fine-
tuning	with	domain-specific	data,	instructor	feedback,	and	student	
performance	 metrics.	 Key	 future	 directions	 include	 integrating	
RLHF,	expert	 feedback	 loops,	and	knowledge	graphs	to	 improve	
educational	alignment,	question	quality,	and	adaptability.	The	goal	
is	 to	 develop	 a	 fully	 adaptive,	 research-driven	 AI	 system	 that	
enhances	teaching,	learning,	and	assessment	through	continuous	
refinement	and	empirical	validation.	

VI. CONCLUSION		
This	paper	presents	a	modular,	adaptable	architecture	for	AI-

driven	educational	content	generation	that	integrates	LLMs	with	
structured	 course	 models,	 RAG,	 and	 HAI.	 Through	 the	
implementation	 of	 QuizGen,	 EMGen,	 and	 QuizMaster,	 the	 study	
demonstrates	 how	 AI	 can	 support	 instructors	 in	 efficiently	
creating	 assessments,	 instructional	 materials,	 and	 adaptive	
learning	resources.	The	research	underscores	the	value	of	prompt	
engineering,	 iterative	 HAI	 collaboration,	 and	 pedagogical	
alignment	 techniques	 in	 enhancing	 content	 quality.	 By	 enabling	
instructors	 to	 iteratively	 refine	 AI-generated	 materials	 and	
incorporating	QVCs	and	adaptive	frameworks,	the	system	ensures	
educational	 relevance	 and	 personalization.	 This	 architecture	
offers	 a	 scalable,	 research-driven	 foundation	 for	 AI-assisted	
education,	 emphasizing	 the	 importance	 of	 combining	 AI	
automation	with	instructor	expertise	to	create	more	effective	and	
accessible	learning	experiences.	
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