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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

Knowledge Monopoly  
Risks in Generative 
AI-Assisted Software 
Development Lifecycle

This article, featured in the July 

2025 issue of Computer, examines 

the emerging knowledge monopo-

lization risks in generative artificial 

intelligence (AI)-assisted software 

development, proposing a com-

prehensive assessment frame-

work and practical intervention 

strategies to help organizations 

maintain technical sovereignty 

while leveraging AI capabilities for 

development efficiency.

Accelerating Innovative 
Energy Solutions Using 
Combustion Simulations

Combustion-based transporta-

tion, electricity generation, and 

industrial heating in manufactur-

ing constitute the three largest 

sectors of energy demand. Sev-

eral teams at the National Renew-

able Energy Laboratory have been 

actively advancing research 

in these areas by leveraging 

computational modeling of com-

bustion processes across the 

heavy-duty land-based transpor-

tation, aviation, and power gener-

ation sectors. This January–March 

2025 Computing in Science & Engi-

neering article summarizes some 

of these efforts, demonstrating the 

potential of advanced computa-

tional techniques to generate tech-

nological solutions that will trans-

form the global energy system.

 

Neat Versus Scruffy: 
How Early AI Researchers 
Classified Epistemic Cultures 
of Knowledge Representation 

Accounts of the history of sym-

bolic artificial intelligence (AI) 

often categorize researchers and 

their programs through binary 

oppositions: logicist versus pro-

cedural, or alternatively, neat ver-

sus scruffy. These terms were 

often referenced throughout the 

1970s and 1980s by AI researchers 

at institutions in the United States 

and Europe to document epis-

temic and esthetic differences in 

approaches to knowledge repre-

sentation. In this article, featured 

in the April–June 2025 issue of 

IEEE Annals of the History of Com-

puting, the author historicizes 

and situates these binary oppo-

sitions, showing how research-

ers leveraged them in discourse 

to demarcate the beliefs and com-

mitments underpinning certain AI 

approaches. 

Voting-Based Intervention 
Planning Using AI- 
Generated Images

The continuous evolution of arti-

ficial intelligence and advanced 

algorithms capable of generating 

information from simplified input 

creates new opportunities for sev-

eral scientific fields. Currently, the 

applicability of such technologies is 

limited to art and medical domains, 

but it can be applied to engineer-

ing domains to help the architects 

and urban planners design envi-

ronmentally friendly solutions by 

proposing several alternatives in a 

short time. This article, featured in 

the March/April 2025 issue of IEEE 

Computer Graphics and Applica-

tions, utilizes the image-inpainting 

algorithm for suggesting several 
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alternative solutions to four Euro-

pean cities. 

The Next Wave of AI for  
Social Impact: Challenges 
and Opportunities 

The burgeoning field of artificial 

intelligence for social impact (AI4SI) 

represents a significant evolution 

in artificial intelligence, prioritiz-

ing measurable positive impact for 

vulnerable and under-resourced 

populations. This article, which 

was in the May/June 2025 issue of 

IEEE Intelligent Systems, examines 

the historical context and recent 

surge in AI4SI, driven by technolog-

ical advancements and a growing 

awareness of societal challenges. 

It highlights the crucial role of inter-

disciplinary collaboration, ethical 

considerations, and the potential 

of emerging AI trends in addressing 

issues such as poverty, health, and 

environmental sustainability. 

Cognitive Digital Twins  
for the Microgrid: A Real-
World Study for Intelligent 
Energy Management  
and Optimization

Digital twin (DT) technology is a 

promising solution for achieving 

optimized microgrid control with 

enhanced efficiency, reliability, and 

sustainability. The authors of this 

article from the January/February 

2025 issue of IEEE Internet Comput-

ing focus on a real-world microgrid 

in Singapore and develop a cog-

nitive DT. They demonstrate the 

effectiveness of their DT in enabling 

real-time optimization and manage-

ment of microgrid operations, pav-

ing the way for technology adoption 

in smart grids to achieve improved 

grid resilience and efficiency.

Qualcomm Oryon CPU in 
Snapdragon X Elite: Micro-
Architecture and Design 

This article, featured in the May/

June 2025 issue of IEEE Micro, 

presents the micro-architecture 

and design of the Qualcomm 

custom CPU, named Qualcomm 

Oryon CPU, that was introduced 

in 2024 in the Qualcomm Snap-

dragon X Elite system on a chip 

for the client computing mar-

ket. It describes the micro-archi-

tecture of the CPU core and its 

cache and memory subsystem 

and is illustrative of a modern 

high-performance CPU with best-

in-class energy efficiencies that 

is designed to be scalable across 

different product categories and 

price points.

Terrain Segmentation 
Network in Wild 
Environments With Hybrid 
Plus Downsampling

Existing segmentation networks 

primarily use single downsampling 

to extract low-resolution semantic 

information, which may not adapt 

well to features of different scales, 

leading to information imbalance 

and distortion. The authors of this 

January–March 2025 IEEE Multi-

Media article propose a hybrid plus 

downsampling method to address 

this issue. They also propose a ter-

rain segmentation network (TSNet) 

for safe navigation of mobile robots 

in wild environments. Extensive 

experimental results on the wild 

datasets demonstrate that TSNet 

outperforms other state-of-the-

art methods in recognizing wild 

unstructured terrain.

EtherealBreathing: A 
Holographic Biofeedback 
Game to Support Relaxation 
in Autistic Children 

The authors of this article in the 

October–December 2024 issue of 

IEEE Pervasive Computing evaluate 

a novel biofeedback holographic 
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game, EtherealBreathing, designed 

to support autistic children. In 

EtherealBreathing, children prac-

tice box breathing to collect virtual 

elements to maintain the Earth’s 

balance, using a wearable sensor 

to measure chest expansion for 

breath detection. 

Characterizing E-Commerce 
Harm by Investigating Online 
Communities: A Case Study 
With Abusive Dropshipping

E-commerce websites are targets

of abusive individuals, though it is

difficult to understand the meth-

ods and tools these individuals

employ. The authors of this arti-

cle, featured in the May/June 2025

issue of IEEE Security & Privacy, 

introduce a methodology and case 

study that leverage online commu-

nities as data sources to identify

and analyze harmful activities.

BPMN-LLM: Transforming 
BPMN Models Into Smart 
Contracts Using Large 
Language Models

“Law is code” is pivotal for advanc-

ing the intelligent judiciary. This 

article from the July/August 2025 

issue of IEEE Software proposes a 

business process modeling nota-

tion-large language model (BPMN-

LLM), which transforms BPMN 

models of legal contracts (LCs) 

into smart contracts (SCs) using 

LLMs in a user-friendly and cost-

effective manner.

Securing the Industrial 
Internet of Things:  
A Comprehensive Digital 
Forensic Readiness 
Framework and  
Cybersecurity Approach 

In the Industrial Internet of Things 

(IIoT), diversity exists in the oper-

ational and digital devices that 

work in tandem to deliver indus-

try services. These systems, while 

ushering in efficiency, also intro-

duce vulnerabilities that render 

them susceptible to cyberattacks. 

This article, featured in the May/

June 2025 issue of IT Professional, 

focuses on digital forensic read-

iness (DFR) for the IIoT environ-

ment. It entails the identification 

of challenges, development of a 

meticulously tailored DFR frame-

work for IIoT networks and its 

alignment with an attack model, 

and the formulation of a compre-

hensive data artifact template. 

Join the IEEE 
Computer 
Society
computer.org/join
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Editor’s Note

Developing Secure and 
Sustainable Systems

W hile security and pri-

vacy systems have 

grown more advanced, so have 

the risks posed by cyber threats. 

This results in a lack of consumer 

trust in the security of IT products 

and services. There is also a con-

cern that explosive data growth is 

outstripping storage and energy 

capabilities in security systems, 

creating unsustainable tech-

nology use. This issue of Com-

putingEdge explores testing tech-

niques to make IT security more 

effective and dependable, creat-

ing sustainable and secure data 

systems through media saniti-

zation, and addressing problems 

with digital trust related to Inter-

net of Things (IoT) devices and pri-

vacy assistants. The articles fur-

ther outline developments in edge 

computing and ethics in software 

engineering. 

IT and data security must be 

tested, trustworthy, and sustain-

able. In Computer article “On the 

Measurability and Testability of IT 

Security,” the authors consider if 

and how IT security can be mea-

sured and tested. Computer article 

“Advancing Data Security and Sus-

tainability: Establishing a Circu-

lar Economy for Storage” demon-

strates how a well-defined media 

sanitization strategy can support 

both rigorous data protection and 

sustainable resource utilization.

Next on the horizon in the field 

of edge computing are expan-

sions in distributed systems and 

enhanced data transport through 

a platform that also improves 

unpiloted aerial vehicle (UAVs) 

research. The authors of “On Cau-

sality in Distributed Continuum 

Systems,” from IEEE Internet Com-

puting, advocate for prioritizing 

causality and equity in DCS appli-

cations. In IEEE Internet Comput-

ing article “FlyNet: Drones on the 

Horizon,” the authors present Fly-

Net, a workflow management sys-

tem to support scientific research 

UAVs and other edge-to-cloud 

applications, such as data trans-

port and service quality.

Privacy concerns associated 

with Internet of Things (IoT) devices 

as well as automated assistants 

need to be addressed to improve 

transparency, explainability, and 

digital trust. In “Labeling ‘Things,’” 

from Computer, the authors 

explain why labels are needed to 

increase awareness and the pri-

vacy risks involved in using devices 

such as electronic doorbells and 

home security cameras. The 

authors of “Can We Explain Pri-

vacy?” from IEEE Internet Comput-

ing, give an overview of privacy—

what it is, what it means to users, 

and how automated privacy assis-

tants can explain privacy deci-

sions for greater transparency and 

understanding. 

While there have been many 

achievements in software engi-

neering ethics during the last 

decade, there’s still a long way to 

go. IEEE Software article “How to 

‘Sell’ Ethics (Using AI): An Inter-

view With Alexander Serebrenik” 

discusses how to promote eth-

ics in software engineering—by 

emphasizing what it does and how 

that can improve code and produc-

tivity. In IEEE Software article “Eth-

ics: How Far Have We Come?” the 

authors reflect on advancements 

in ethics in recent years as well as 

areas that need improvement. 
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DEPARTMENT: CYBERTRUST

On the Measurability and 
Testability of IT Security
Andreas Grünert, National Cyber Security Center

James Bret Michael , Naval Postgraduate School

Rolf Oppliger  and Ruedi Rytz, National Cyber Security Center

In this article we consider the compound question of whether, and if so, how IT security 
can be measured and tested.

E ven as best practices for assurance of sys-
tems continue to evolve, there are consumers 
of information technology-enabled products 

and services who are still dissatisfied with the level 
of dependability afforded by, and trust that can be 
placed in, those products and services. One aspect 
of assurance is testing, which involves (possibly mul-
tidimensional) measurements in which the test cases 
are deemed to have been passed if certain measured 
values are achieved. In this article, we consider the 
compound question of whether, and if so, how IT 
security can be measured and tested. As explained in 
the article, there are two approaches to assurance for 
security, verifying, and falsifying, both of which have 
their frailties and are therefore not convincing in their 
own right. At best, the two approaches can be used in 
combination to achieve the best possible, if not mean-
ingful, measurement and test results.

SECURITY
To answer the previous question, we need to clarify 
what we mean by “security,” but this is difficult to do 
because there only exist context-dependent defini-
tions for the term. Definitions of security, like those 
for safety, convey a notion of attaining some level of 
freedom from harm in the presence of threats and vul-
nerabilities over a particular interval of time, or that a 
stakeholder (for example, developer, user, owner, reg-
ulator) is sufficiently well prepared for all possible 

security-related eventualities above a threshold of 
acceptable risk and can react effectively to mini-
mize harm through risk-mitigation measures. How-
ever, what constitutes acceptable risk and being ade-
quately prepared to react depends not only on the 
situation, but also on the observer. This means that the 
concept of security is subjective and depends on the 
observer’s perception and willingness to accept some 
level of risk, meaning that there is no precise definition 
or risk-taking threshold that is the same for everyone.

If you have a concept such as security, which 
is subjective and cannot be defined precisely and 
consistently for everyone, measurement or testing—
according to the maxim “if you can’t define it, you can’t 
measure it”1—is not possible or only possible with 
restrictions. The difficulty arises from the fact that 
although a metric or test criteria would be required 
that are clear and unambiguous, these cannot be 
found due to the imprecise definition. We are also 
familiar with this problem from other areas of everyday 
life: Because the term “intelligence” can be defined in 
different ways, there are also many different intel-
ligence measurement and testing methods with their 
own metrics. In addition to the Turing test, in which an 
automaton is considered intelligent in the context of 
artificial intelligence if it cannot be distinguished from 
a human in a dialog, there are many other test proce-
dures, many of which provide an intelligence quotient 
(IQ) as a result. However, an IQ also has advantages 
and disadvantages and is therefore the subject of 
controversial debate among experts. In any case, as 
a metric for a person’s intelligence, it is to a certain 
extent arbitrary and therefore controversial.

Digital Object Identifier 10.1109/MC.2024.3522616 

Date of current version: 26 February 2025

This article originally  
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For a term that cannot be defined precisely and 
consistently for everybody, it seems difficult to estab-
lish metrics or test criteria that are neither arbitrary nor 
uncontroversial. Nevertheless, one can at least try to 
find properties and features that are characteristic of 
the term and, to a certain extent, measurable or test-
able. In the following, such properties and characteris-
tics are referred to as “verifiable.” With regard to intel-
ligence, for example, mathematical and logical skills 
and reasoning abilities can be measured and tested to 
a certain extent and are therefore also verifiable, while 
there are other properties and characteristics that also 
represent a form of intelligence, but which cannot be 
measured or tested and are therefore not verifiable.

Although there are many terms that can be defined 
with sufficient precision using verifiable properties 
and characteristics and are therefore themselves 
verifiable, there are other terms for which this is not 
so easily feasible, and which are therefore not verifi-
able either. Let’s take the example of a person’s health: 
If it were verifiable, it could somehow be measured by 
a doctor. We would then have something like a health 
quotient, although we could still argue about the sense 
and nonsense of such a value. In any case, such a value 
would represent a person’s health. However, we have 
neither a health quotient nor any other meaningful 
way of measuring a person’s health.

If we take the example further and ask how a doc-
tor can proceed to provide information about a per-
son’s health or state of health, two possibilities arise 
that are based on different definitions of the concept 
of health:

	› If health is defined by properties and charac-
teristics that correspond to standard values for 
certain measurements and tests, and if a person 
is said to be healthy as long as his or her mea-
sured values (for example, pulse, blood pressure, 
blood count, electrocardiogram, urine tests) do 
not deviate too much from the standard values, 

the hypothesis that the person is healthy can be 
confirmed in the positive case and thus his or 
her health can be verified.

	› If instead we define health as the absence of 
illness and say that a person is healthy if no 
(serious) illness is diagnosed, we can only refute 
and thus falsify the (assumed) health. To do this, 
the doctor must only diagnose a single illness.

In the first case, health is verifiable, but the 
definition of health is no longer comprehensive, that 
is verifiability is then at the expense of the quality and 
comprehensive validity of the definition (a person can 
be ill but still be considered healthy as long as the ill-
ness is not covered by the measurements and tests). 
In the second case, on the other hand, a comprehen-
sive definition is assumed, but health itself is no longer 
verifiable. Strictly speaking, in this case the doctor 
would have to proceed by exclusion and try to rule out 
as many illnesses as possible. Specifically, the doctor 
would have to go through a list of possible illnesses 
and try to rule out each of these illnesses by means of 
suitable measurements or tests. If a disease cannot be 
ruled out and a corresponding diagnosis is confirmed, 
the person is considered ill or unhealthy. This refutes 

DISCLAIMER

The views and conclusions contained herein are 
those of the authors and should not be interpreted 
as necessarily representing the official policies or 
endorsements, either expressed or implied, of the 
Swiss National Cyber Security Center or the U.S. 
Government. The U.S. Government is authorized to 
reproduce and distribute reprints for government 
purposes notwithstanding any copyright annota-
tions thereon.
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or falsifies the (assumed) health. There are two prob-
lems to consider here: On the one hand, there are dis-
eases that cannot be clearly diagnosed according to 
current knowledge, and on the other hand, the number 
of possible diseases is simply very large, and, above all, 
not exhaustive, that is new diseases can be added at 
any time. (Note that it is not possible to draw up a list 
of verifiable diseases even if all the diseases known in 
the medical literature are compiled, because there is 
always a possibility, albeit a small one, that new, previ-
ously unknown diseases will emerge—the Coronavirus 
disease (COVID-19) has brought this lesson home to us 
again.) Both problems make it difficult for a doctor to 
make conclusive statements about a person’s health 
or state of health.

There are basically two approaches to measuring 
or testing a person’s health: A verifying approach, 
which could also be called constructive, because 
one tries to find a simple and accessible definition 
for the concept of health, and a falsifying approach, 
which could also be called destructive, because in 
the context of a measurement or test, one only tries 
to disprove the assumed health. It should be noted 
that the two approaches are not mutually exclusive. 
For example, a physician can use both approaches in 
combination to be able to make a meaningful state-
ment within a reasonable amount of time. In any case, 
health is a concept that is difficult to handle from 
the point of view of measurability and testability, and 
unfortunately security also belongs to this category of 
concepts. Other examples not further elaborated here 
would be concepts like peace or justice.

The following sections discuss verifying (or con-
structive) and falsifying (or destructive) approaches 
that can be used to attempt to measure or test security 
in IT. With this, we turn away from health and toward 
IT security.

VERIFYING APPROACHES
In a verifying approach, a simpler definition must be 
constructed for the term under discussion, such as IT 
security, so that verification is feasible. One obvious 
possibility, for example, is to replace IT security with 
one or more other properties or characteristics that 
can be measured or tested and thus verified. Think of 
the classic CIA triad, in which IT security is replaced 
by the three properties of confidentiality, integrity, 
and availability. An IT system is described as secure 
if it protects the confidentiality, integrity, and avail-
ability of the stored, processed, and transmitted data. 
This seems to be more measurable or testable than 
the more comprehensive but more difficult-to-handle 
concept of IT security.

The second part of the Open Systems Intercon-
nect reference model2 provides another example. 
Here, a network is postulated to be secure if it imple-
ments and provides a set of security services, such 
as authentication, data confidentiality and integrity, 
and access control, with the help of suitable security 
mechanisms. Because the security services can be 
verified individually, it is also the security of a network. 
However, this has redefined the concept of security 
for networks: A network is no longer secure if it is not 
exposed to serious dangers, threats, and risks, but 
rather if it is able to provide certain services (it goes 
without saying that the services must continue to be 
offered even after verification, that is, the additional 
problem of continuity-of-service provision arises). In 
the analogy of a person’s health, it would be like saying 
that a person is healthy as long as their breathing and 
heartbeat are functioning. In medicine, we know that 
this is oversimplified, and that health encompasses 
more than just the functioning of breathing and heart-
beat. In the realm of network security, we also know 
that it is not enough to offer certain security services, 
but that it is important how exactly this is done. 
Reducing security to the provision of specific security 
services is too simplistic and hardly does justice to the 
problem. Accordingly, ISO 7498-22 has not yet estab-
lished itself as a standard in the field.

A similar verifying approach is taken in the evalu-
ation and certification of IT products: Based on the 
realization that the market for IT products is a “lemon 
market” in the sense of George A. Akerlof3 (a “lemon” 
is defined as a “Monday car” or a bad used car; the 

BECAUSE THE TERM “INTELLIGENCE” 
CAN BE DEFINED IN DIFFERENT WAYS, 
THERE ARE ALSO MANY DIFFERENT 
INTELLIGENCE MEASUREMENT  
AND TESTING METHODS WITH THEIR 
OWN METRICS.
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market for used cars is characterized by an asym-
metry of knowledge; while the seller likely knows the 
true condition of the car, this is difficult for the buyer 
to assess; and Akerlof has shown that prices erode 
in such markets, that is, comparatively low sales pro-
ceeds are achieved for both “lemons” and good quality 
used cars) and the knowledge that the quality of goods 
(in this case IT products) is eroding in such markets, 
many countries have been trying to intervene in a 
regulatory capacity since the early 1980s and enable 
and promote the evaluation and certification of IT 
products by independent and state-accredited bodies. 
Several criteria catalogues bear witness to this fact, 
such as follows:

	› Trusted Computer System Evaluation Criteria 
(TCSEC, also known as the “Orange Book”) in the 
USA4

	› Canadian Trusted Computer Product Evaluation 
Criteria (CTCPEC) in Canada

	› Information Technology Security Evaluation 
Criteria (ITSEC) in Europe and, in particular, 
France, Germany, the United Kingdom, and The 
Netherlands.5

Ultimately, these developments led to the Com-
mon Criteria for Information Technology Security 
Evaluation (referred to simply as “Common Criteria” 
and abbreviated as CC), which have been used since 
the turn of the millennium to evaluate the security of 
IT products and their components and to certify them 
for the international market on this basis.6 Here too, 
attempts are made to define security via verifiable 
properties and characteristics, such as functionality 
classes and trustworthiness (in terms of correctness 
of implementation and depth of testing).

However, neither the TCSEC, CTCPEC, or ITSEC, nor 
the CC have established themselves in the field of eval-
uation and certification, and the number of certified IT 
products is still comparatively small. In addition, certi-
fiable products and components tend to be designed 
for individual functions and in this sense are not par-
ticularly complex, such as smartcards and smartcard 
readers or sensors. As soon as a product reaches a 
certain level of complexity, evaluation and certifica-
tion is hardly possible and would, in principle, have 
to be repeated for each new release, at least in some 

simplified form. (Continuous testing throughout the 
life cycle of the product would be desirable. This is not 
practicable, and the testing must be discrete regard-
ing the testing times.) This is not only time-consuming 
and expensive, but also delays the publication of this 
release. Ultimately, there is no guarantee that a certi-
fied product has no vulnerabilities or weaknesses that 
could allow the product to be compromised under 
certain circumstances. In addition, security stands 
and falls with the configuration and operation of the 
product. Thus, any secure product can be configured 
and operated insecurely, and any insecure product can 
be configured and operated securely in a certain way 
(for example by operating it virtualized in a sandbox 
without interaction with other products). Accordingly, 
a CC or other certificate does not say much about how 
securely a product is used in an application context. To 
put it in the words of Robert H. Courtney: “You cannot 
say anything interesting (that is, significant) about the 
security of a system except in the context of a particu-
lar application and environment.”7 Accordingly, cer-
tificates for IT products without further information 
about the intended areas of application are illusory 
or even deceptive. Against this background, it will be 
interesting to see if and how successful the product 
certification program as required under the European 
Union’s Cyber Resilience Act (CRA)8 will be.

Finally, a verifying approach is also being attempted 
in the area of organizational security and IT-related 
business processes: If an organization wants to pres-
ent itself as secure and acting in accordance with 
best practices in the area of IT security, the establish-
ment, implementation, maintenance, and continuous 
improvement of a documented information security 
management system (ISMS) in accordance with 
ISO/IEC 270019 is an option. To achieve greater vis-
ibility, such an ISMS can even be certified. Security is 
reduced to the existence of an ISMS with correspond-
ing security control measures, that is, it is assumed 
that an organization is acting securely if it can rely on 
such an ISMS (without considering whether the secu-
rity control measures in detail are actually suitable 
for fulfilling the organization’s security requirements). 
Whether this assumption is justified and whether 
security correlates with the existence of an ISMS in 
accordance with ISO/IEC 27001 is not clear a priori and 
requires further empirical investigation.



12	 ComputingEdge�  September 2025

CYBERTRUST

Between pure product audits in accordance with 
CC and audits focusing on an ISMS in accordance with 
ISO/IEC 27001, there are also audits in which it must 
be transparently demonstrated that certain security 
measures have been effectively implemented. Such 
audits typically refer to security standards and best 
practices such as the payment card industry, data 
security standard (PCI-DSS)10, the IT general controls 
(ITGC), or the requirements for a minimum viable 
secure product (MVSP) used in development. The 
success of this type of audit varies depending on the 
industry and level of commitment. However, it always 
increases transparency and thus improves assurance 
of security.

In summary, it can be said that although there 
are now several verifying approaches for measuring 
or testing IT security for both products (CC certifi-
cates) and services and organizations (ISO/IEC 27001 
certificates), none of these approaches have gained 
widespread acceptance to date. Where such certifi-
cates are used, there are usually also corresponding 
regulatory requirements, all of which are aimed at 
influencing the trustworthy behavior of an organiza-
tion and thus supporting customers. In addition to 
the difficulty of finding simplifying definitions with 
properties and features characteristic of IT security, 
the main problems with these approaches are that 
certifications are complex and expensive, and that 
not only the market for IT products but also that for 
certificates is a “lemon market,” that is, there is a risk 
that the quality of the certificates themselves will 
erode over time. The only options available to influ-
ence and at best prevent such erosion are, on the one 
hand, state accreditation of the approved certifica-
tion bodies and, on the other, regulation of the liability 
of these certification bodies. If a certificate can be 
issued without the simultaneous assumption of 
liability claims, then it appears difficult to maintain a 
high level of quality. In addition, the market for certifi-
cates is organized internationally, so that the control 
options of individual states are limited by default.

FALSIFYING APPROACHES
A falsification approach does not attempt to define 
IT security using verifiable properties and features. 
Instead, an attempt is made to show that an IT system 
under discussion can be compromised in a certain 

way. This rather proves insecurity and thus disproves 
security. Such a (falsifying) approach is therefore basi-
cally designed for a test, whereby the test consists of 
the fact that the IT system cannot be compromised. At 
best, a metric could be derived from the difficulty of 
compromise, but such a metric would also be arbitrary 
to some extent.

In IT security, the system to be tested must 
therefore be compromised as part of a falsification 
approach. To do this, suitable attack vectors must be 
found and put together in such a way that a compro-
mise or breach results. This is a heuristic and creative 
activity that largely depends on the expert knowledge 
and skills of the tester. Instead of a predefined list of 
properties and characteristics that can be checked 
individually, such a list is created in an ad hoc manner 
(that is, during the test). Although this has the advan-
tage that a test is not predictable, the result depends 
on the tester and is to a certain extent arbitrary. This 
is not good, but is the best possible solution in many 
areas. A correspondingly large number of offers for 
such security tests are available on the market. Think 
of ethical hackers, penetration testers, bug bounty 
hunters, and red teams. They all offer audits and tests 
that can differ greatly in terms of methodology, effort, 
and intensity. Accordingly, even after a test, it is not 
clear whether other testers would have found the 
same or different attack vectors that could have com-
promised the object. Due to the strong dependence on 
the testers, objectification in the form of certification 
is not really feasible or is replaced by the reputation of 
the testers. If, for example, a testing company enjoys a 
great reputation in the security sector, then the con-
firmation that the company has not found any serious 
vulnerabilities and weaknesses will be just as mean-
ingful and valuable in practice as a certificate, even if 
the significance cannot be directly validated.

In summary, it can be said that there are many 
falsifying approaches to measuring or testing IT 
security, especially for products and services and to 
a lesser extent for organizations. In addition to the 
high costs involved, the main problem with these 
approaches is the arbitrariness of the results and the 
associated dependencies on the testers’ knowledge, 
skills, and abilities. Whether you can and want to live 
with this also depends on the industry in question. 
While security tests are widely used and accepted in 
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agile software development, for example, they have 
been rather unthinkable for suppliers to the aircraft 
industry. For instance, an aircraft manufacturer would 
hardly use a software module for which a randomly 
selected company commissioned with the testing has 
not found a vulnerability or weakness. In this industry, 
more assurance of IT security is usually required than 
can be achieved with such a security test. Instead, 
formal and verifying approaches will be required in 
this industry and falsifying approaches will at most be 
used in a complementary manner.

The explanations have shown that security is a 
concept that not only cannot be precisely defined, 

but strictly speaking can only be falsified. However, 
because a lack of falsification does not allow any state-
ment to be made about security (an IT system that is 
not proven to be insecure is not necessarily secure), 
verifying and falsifying approaches are routinely used 
in combination in practice.

	› Verifying approaches deliver the desired results 
in terms of objectivity and traceability, and in 
this sense are also the declared aim of scientific 
endeavors (also in the field of IT security).

	› In contrast, falsifying approaches are 
based on security tests with unclear or 
difficult-to-interpret results. In this area, itera-
tive improvements are often made and retested 
until further tests must be dispensed with for 
resource reasons. This is a “cat-and-mouse” or 
“cops-and-robbers” game that cannot be used 
to make reliable and scientific claims about 
effective IT security.

The bottom line is that verifying approaches (and 
therefore also CC certificates) are only possible for 
small and simple products or components for which 
a comprehensive and meaningful set of verifiable 
properties and characteristics can be defined. Above 
a certain size and complexity, this is no longer pos-
sible, so that falsifying security tests are required. 
To limit the arbitrariness of such tests, there is a 
need for security tests that are as objective or even 
standardized as possible. The European Standard 
EN 1143-1:201911 provides such a standard for secure 
storage units. Although this is difficult in IT security 

because the attack vectors are as numerous as they 
are diverse, the question nevertheless arises as to 
whether a certain objectification or standardization of 
security tests would not also be possible and sensible. 
However, standardized security checks also have the 
disadvantage that attackers then know which attacks 
do not work and no longer need to mount them to 
compromise a product. This is certainly an argument 
against standardization in this area.

Due to their complexity, IT security audits of 
organizations (that is, their IT-dependent business 
processes) are generally more difficult. The ISO/IEC 
27001 certificates issued in this area are based on the 
testing of technical and organizational characteris-
tics, whereby the auditors must rely primarily on the 
organizational criteria to ensure that the information 
presented to them corresponds to the truth and that 
documented processes are also lived in this way. This 
means that purely technical audits are replaced or 
complemented by trust. The corresponding certifi-
cates are primarily driven by regulatory requirements 
and are subject to the danger that they will develop 
into a mass business and the quality will move down-
wards in favor of lower prices. We have already expe-
rienced this in the realm of ISO 9000 quality manage-
ment standards. After the initial euphoria surrounding 
the topic, it has subsequently lost its significance. In 
this respect, certificates often develop as follows: As 
long as they are rare, they can serve as a distinguish-
ing purpose and appear interesting (particularly for 
product differentiation). However, as soon as they 
have become widely accepted, they lose this advan-
tage for companies and therefore also gradually lose 
their significance. How the state can meaningfully 
intervene and possibly even control this situation is an 
open question. This also applies to the liability issues 
affecting certification bodies. So far, the scope for 
states to exert influence beyond the accreditation of 
certification bodies has proven to be modest. Experi-
ence with the European Union’s Cyber Resilience Act8 
will show whether the situation has improved in the 
meantime. Without effective and convincing options 
for measurement or testing, IT security will remain a 
matter of trust in many respects.

The situation can be summarized as follows: The 
complexity of a test object (IT product or organization) 
is inversely proportional to the possibility of defining 
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its security, that is, the more complex the object is, the 
more difficult it will be to find a precise security defini-
tion for it and, as a result, a sufficiently large number of 
suitable and measurable or testable characteristics. In 
the field of theoretical cryptography, for example, we 
have very precise definitions for the security of certain 
cryptosystems and can therefore make meaningful 
measurements or tests. Nonetheless, the more these 
cryptosystems leave the “laboratories” and are used 
in the real world, the more difficult both the security 
definitions and the corresponding measurements or 
tests become. In addition to the purely mathemati-
cal properties of the cryptosystems, questions of 
implementation, key generation, and management, 
as well as user guidance, play a crucial role in security, 
and these questions are anything but easy to answer. 
Accordingly, we have conceptually simple test objects 
whose security can be defined reasonably precisely 
and measured or tested accordingly (for example, in 
the context of CC certificates), and more complex test 
objects whose security cannot be defined precisely 
and therefore cannot be measured or tested as mean-
ingfully (for instance, in the context of ISO/IEC 27001 
certificates). The less precise the definition and the 
less meaningful a measurement or test is, the greater 
the proportion of trust that must be placed in the 
security of the object (IT product or organization). This 
situation is illustrated schematically in the testability 
curve shown in Figure 1. It shows the required trust as 
a function of the precision of the definition of the term 
“security” as the basis for a measurement or test.

The big question concerns 
the measurement or testing of 
the security of larger IT products 
for which (due to their size and 
complexity) the CC are no longer 
applicable, but for which more is 
needed in terms of IT security than 
mere trust in the provider (that 
is, the testability curve should be 
pushed down as far as possible in 
this area). In this context, the ques-
tions of the applicative embedding 
of such products and their effects 
on the measurement or test results 
are largely unresolved. Whatever is 
proposed here will have to be mea-

sured against the standard of the greatest possible 
transparency. In the meantime, cross-industry guide-
lines such as the MVSP offer welcome transitional 
solutions. A provider who commits to complying with 
these requirements is essentially just making a prom-
ise that the customer must trust again. The advantage, 
however, is that in this case it is at least transparent to 
the customer who and what exactly they are trusting. 
This is certainly better than blind trust. 
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Advancing Data Security and 
Sustainability: Establishing a 
Circular Economy for Storage
Jonmichael Hands , Chia Networks

Tom Coughlin , Coughlin Associates, Inc.

Recent extensions in the IEEE Standard 2883.1-2024 and initiatives by the OCP and the CHIPS 
Alliance enable a circular economy for digital storage devices. New storage disassembly 
equipment facilitates recovering useful materials from end-of-life storage devices.

O rganizations must balance security impera-
tives with environmental stewardship in an 
era defined by explosive data growth and 

the rise of data-intensive applications, such as arti-
ficial intelligence. As we generate and store unprec-
edented volumes of information, the secure and 
sustainable handling of storage media has become 
a top priority. In our previous article,1 we examined 
the foundational role of modern media sanitization 
techniques, particularly IEEE Standard 2883-2022,2 
in laying the groundwork for a circular economy 
in storage.

This article delves deeper into the evolving land-
scape of media sanitization, highlighting key indus-
try trends, emerging technologies, and the impli-
cations of the newly published IEEE 2883.1-20242 
recommended practice for organizational policies. 
Together, these developments underscore how a 
well-defined media sanitization strategy can sup-
port both rigorous data protection and responsible 
resource utilization.

THREE EMERGING TRENDS IN 
MEDIA SANITIZATION

Several key trends are shaping the future of media 
sanitization.

Transition from physical destruction 
to purge sanitization
Historically, organizations defaulted to physical 
destruction as a fail-safe method of safeguarding sen-
sitive data. While effective from a security standpoint, 
this approach often undermines sustainability goals 
by rendering valuable hardware unusable. In contrast, 
“purge” sanitization methods, such as cryptographic 
erasure or block-level erase, make data recovery infea-
sible even under advanced laboratory scrutiny, all while 
preserving the underlying storage device for reuse and 
its components for recycling. This shift aligns with cir-
cular economy principles, extending device life spans 
and recapturing value at the end of operational life.

Hardware roots of trust
Infrastructural security technologies like Caliptra, sup-
ported by the Open Compute Project (OCP) L.O.C.K. ini-
tiative, are redefining standards of hardware integrity. 
By embedding robust security features directly into 
storage devices, these solutions help prevent unau-
thorized access to encryption keys and enable secure 
erasure at the hardware level. This hardware-anchored 
trust layer fortifies data protection, streamlines san-
itization procedures, and mitigates sophisticated 
attacks against storage subsystems.

Advanced material recovery techniques
As reliable purge sanitization methods become more 
prevalent, organizations are looking beyond data 
protection toward the broader lifecycle implications 
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of their storage assets. New, automated disassem-
bly tools can reclaim high-value components, such 
as rare-earth magnets and other precious materi-
als, thereby reducing environmental impacts and 
enhancing return on investment. By aligning security 
practices with end-to-end resource recovery, enter-
prises can contribute to a genuinely sustainable 
technology ecosystem.

IEEE 2883.1-2024: A NEW 
RECOMMENDED PRACTICE FOR 
DATA SANITIZATION

Building on the guidance established in IEEE 
2883-2022, the newly released IEEE 2883.1-2024 rec-
ommended practice provides a more comprehensive 
framework for organizations implementing data sani-
tization policies. This guidance addresses risk assess-
ment, technology selection, verification protocols, 
and the integration of sustainability considerations 
into sanitization strategies. Table 1 compares various 
sanitization methods and the relative difficulty adver-
saries face in recovering sanitized data.

KEY TAKEAWAYS FROM IEEE 
2883.1-2024

Risk-based decision making
Organizations are advised to thoroughly assess 
breach implications and the likelihood of data recov-
ery under various threat models, tailoring their saniti-
zation measures accordingly.

Use of standardized methods
IEEE 2883 defines clear, purge, and destruct meth-
ods, each offering successively stronger assurances 
against data recovery. IEEE 2883.1 explains which sani-
tization method to use in the storage lifecycle and the 
policy and requirements for each.

Verification and assurance
The recommended practice emphasizes the necessity 
of verifying sanitization effectiveness. Demonstrable 
evidence builds stakeholder confidence and ensures 
that sensitive data are indeed irrecoverable.

Sustainability integration
By prioritizing purge sanitization over physical 
destruction, organizations retain the option to reuse 
storage media or salvage valuable materials. This sup-
ports both compliance and environmental objectives.

By adopting the recommendations of IEEE 
2883.1-2024, organizations can create a reasonable 
policy around storage security, ensure regulatory 
compliance, streamline sanitization processes, and 
contribute to environmental sustainability.

CALIPTRA: ESTABLISHING A 
SILICON-BASED HARDWARE  
ROOT OF TRUST

Caliptra is an open source silicon-based root of trust 
(RoT) framework designed for modern data center 
systems-on-chip.3 Backed by hyperscalers such as 
Microsoft and Google and managed by OCP and the 

Sanitization Method Novice Expert Virtuoso

None Almost certain Almost certain Almost certain

Clear Unlikely Likely Almost certain

Purge Almost impossible Almost impossible Unlikely

Destruct Almost impossible Almost impossible Almost impossible

TABLE 1. Various sanitization methods defined in IEEE 2883 and evaluation of an adversary’s capability to recover 
information under different sanitization scenarios.
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CHIPS Alliance, Caliptra enforces firmware integrity, 
authenticates device identity, and ensures security at 
the silicon layer.

You can think of Caliptra as a foundational security  
“building block” baked directly into the silicon chip at 
the heart of a server or cloud computer. Every modern 
data center device, from CPUs to specialized accel-
erators, needs a trustworthy way to know it is running 
genuine, safe software. Without a secure starting 
point in hardware, it is tougher to guarantee the over-
all system is safe.

CORE CAPABILITIES

Hardware-embedded trust
Caliptra provides a secure launch environment, ver-
ifying code integrity before system boot and thwart-
ing any tampering attempts at the foundational hard-
ware level.

Robust measurement and attestation
By cryptographically hashing and signing boot code, 
Caliptra’s attestations enable third parties to confirm 
that a device is running legitimate firmware without 
having been stealthily replaced or compromised.

Unique device identity
Each chip can be cryptographically identified, stream-
lining supply chain integrity and lifecycle management.

Open standards and transparency
Caliptra aligns with widely recognized industry guide-
lines and is open source, inviting community scrutiny 
and continual refinement.

Extensibility for future needs
As technology evolves, Caliptra’s modular design 
simplifies integration and enhancement, allowing  

the ecosystem to rapidly adapt to new security 
requirements.

OCP L.O.C.K.: STRENGTHENING 
CRYPTOGRAPHIC  
KEY MANAGEMENT

Building upon Caliptra’s foundation, OCP L.O.C.K.4 
introduces a layered, open source cryptographic key 
management solution that prevents media encryption 
key leakage and enables secure cryptographic erasure 
through fuse-based purges.

KEY ADVANTAGES

Eliminating the need for 
physical destruction
OCP L.O.C.K. enhances cryptographic erase by provid-
ing audited, hardened key management that enables 
purge-level sanitization while maintaining the device 
for reuse.

Improved security posture
Tightly binding encryption keys to secure, externally 
supplied access keys ensures that even if the device 
firmware is compromised, internal secrets remain 
protected.

Comprehensive threat mitigation
Designed with advanced threat actors in mind, OCP 
L.O.C.K. counters physical and logical attacks, ensur-
ing keys cannot be extracted from disassembled hard-
ware or leaked through compromised firmware.

OCP L.O.C.K has been designed explicitly for HDD 
and SSD controllers. A draft of the spec has already 
been released into OCP, and it is expected that ven-
dors will start enabling drives that support it in the 
next few years. Enhancements in NVMe and TCG Opal 
will fully utilize the capabilities, finally getting crypto-
graphic erase qualified in some of the most stringent 
environments like hyperscalers.

CLOSING THE LOOP:  
ROBOTIC HDD DISASSEMBLY  
AND RESOURCE RECOVERY

The circular economy for storage devices is further bol-
stered by new tools that disassemble HDDs to recover 
valuable subcomponents. These tools enable efficient 

THIS HARDWARE-ANCHORED TRUST 
LAYER FORTIFIES DATA PROTECTION, 
STREAMLINES SANITIZATION 
PROCEDURES, AND MITIGATES 
SOPHISTICATED ATTACKS AGAINST 
STORAGE SUBSYSTEMS.
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recovery of rare-earth metals and 
other valuable materials, reducing 
environmental impacts and maxi-
mizing lifecycle values.

Automation and robotics
According to the UN Global E-waste 
Monitor, only about 22.3% of e-waste 
was recycled in 2022, leaving signif-
icant value unrecovered.5 Robotics 
and automation offer a scalable, 
efficient solution by autonomously 
disassembling complex electron-
ics to recover reusable compo-
nents and materials. Companies 
like Molg6 use robotic microfacto-
ries to disassemble laptops, servers, and soon HDDs, 
preserving high-value parts for reuse or recycling.

Event Horizon microfactory system
Molg is developing the Event Horizon system, a high- 
precision, nondestructive HDD disassembly solu-
tion (Figure 1). By separating valuable rare-earth- 
containing subcomponents like magnet assemblies 
from the data-storing disk platters, a company can 
destroy only the disks and recycle and reuse the rest 
of the components. This reduces the environmental 
impacts of incineration and shredding while compa-
nies have time to change their policies to adopt media 
sanitization methods like purge and entire circular 
economy value chains.

Case in point: Microsoft’s 
HDD disassembly robot
Microsoft’s in-house robotic disassembly initiative7 
aims to securely dismantle hard drives, preserve their 
most valuable components, and responsibly recycle 
obsolete parts. By diverting these drives from shred-
ders and into targeted recovery workflows, Microsoft 
seeks to achieve a 90% reuse rate for servers and com-
ponents, including HDDs, by 2025. This case illustrates 
how leading organizations can align data sanitization 
with broader sustainability goals.

Today’s storage security landscape must align
the right combination of policies, technologies, 

and material recovery strategies to meet evolving 

demands. On one level, we see the introduction of 
recommended practices like IEEE 2883.1-2024, which 
equip organizations with clear guidelines to shift from 
default physical destruction toward more nuanced 
sanitization approaches, particularly purge methods 
that can effectively erase data without sacrificing 
the underlying storage medium. This policy layer sets 
a strategic framework for balancing security require-
ments with sustainability goals.

At the next level, hardware-based security solu-
tions, embodied by Caliptra and OCP L.O.C.K., embed 
a foundational RoT deep within the data center 
silicon. These initiatives ensure that cryptographic 
keys remain protected, data are securely purged, 
and devices can be reliably verified as authentic. In 
contrast to the policy standards, these technologies 
operate in the technical trenches, securing data at 
their source and eliminating the guesswork and vul-
nerabilities associated with traditional key manage-
ment methods.

Finally, the physical side of the equation comes 
into focus through emerging robotic and automated 
disassembly tools for hard drives. While standards 
guide practices and hardware RoTs safeguard encryp-
tion keys, these mechanical and material innovations 
reclaim valuable subcomponents and rare-earth 
metals from sanitized drives. By moving beyond shred-
ding and toward selective disassembly, organizations 
ensure that the drive’s embodied resources contribute 
to a circular economy, recycling and reusing materials 
that would otherwise become e-waste. 

FIGURE 1. The Molg HDD disassembly solution. (Source: Used with permission by 

Molg.)
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On Causality in Distributed Continuum Systems
V�ıctor Casamayor Pujol , Boris Sedlak , Praveen Kumar Donta , and Schahram Dustdar , Vienna
University of Technology, Vienna, 1040, Austria

As distributed continuum systems (DCSs) are envisioned, they will have a massive
impact on our future society. Hence, it is of utmost importance to ensure that their
impact is socially responsible. Equipping these systems with causal models brings
features such as explainability, accountability, and auditability, which are needed to
provide the right level of trust. Furthermore, by combining causality with graph-based
service-level objectives, we can cope with dynamic and complex system requirements
while achieving sustainable development of DCSs’ capacities and applications.

DCSs: NOVEL CHALLENGES

D istributed systems, specifically cloud comput-
ing, support many of our daily activities, span-
ning from the home to the workspace and

including many facets of our social life and entertain-
ment activities. These services have become ubiqui-
tous due to their business model, performance, and
security guarantees. Computing infrastructure centrali-
zation, i.e., the data center, has been a critical enabler
for this technology, providing an efficient and scalable
solution tomanage worldwide-scale services.

Interestingly, the upcoming generations of Internet-
distributed systems are moving away from these large
and isolated data centers to be closer to the users at
the edge of the network. This trend is justified by sev-
eral reasons, such as reducing network congestion,
reducing service latency, or improving privacy guaran-
tees. The list is long, and many scientific publications
emphasize this change, e.g., Shi et al.1 and Satyanar-
ayanan.2 Furthermore, moving computational resour-
ces closer to the user brings new applications for our
society, such as autonomous cars, individualized health
tracking and assistance, optimized resource manage-
ment, holographic communications, and many other
opportunities.

The potential business opportunities are enormous.
Hence, it is inevitable that a new generation of Internet-
distributed systems, also known as distributed contin-
uum systems (DCSs),3 will eventually be a part of our

societal and technological ecosystems. Figure 1 shows
a high-level view of this type of system. At the top, there
are the resources from cloud computing; farther down
we find fog and edge computing resources, which are
more constrained, and, finally, at the bottom, we can
find Internet of Things (IoT) devices and specific appli-
cations. This figure shows devices and their intercon-
nections, but it is fundamental to understanding that
there is no centralized logic behind it. The cloud does
not govern all the devices in the figure, but each sub-
set of devices is responsible for its tasks, and they
are related in a loosely coupled manner. Similarly, as
services would do in a service-oriented architecture,
that is the reason behind using bidirectional arrows
in Figure 1.

The technological challenges for these systems
are manifold. DCSs are composed of a large diversity
of devices and interconnections, which belong to dif-
ferent providers and are mutual to several tenants.
Given the open and shared environment these systems
inhabit, they need to adapt dynamically to changes
while keeping strict constraints fulfilled in terms of per-
formance, quality of service (QoS), or cost. There exist
remarkable similarities between DCSs and natural eco-
systems when their behaviors need to be explained,
and both are self-adaptive systems built from self-
adaptive components. We are studying the technologi-
cal challenges presented by these new systems.4 We
are confident that, sooner rather than later, all the
challenges identified will be surmounted and these sys-
tems will become a reality.

DCS applications will have many interactions with
people and a significant impact on society. Hence, it is
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required that their complex behaviors be explainable,
fair, and auditable. Causality is a technique that is able
to offer this by composing models that explain each of
the system’s components. In this article, we start moti-
vating causality from a bird’s-eye view and take a closer
look at how we envision its applicability in DCSs.

Top-Level View on Causality
At the highest conceptual level, causality aims at
answering the why question. This question is rooted in
human nature: our inherent way of comprehending
how everything works. From this view, including causal
models in new developments enables the capacity to
understand the underlying reasons for their behaviors.
This may be seen as an overhead, i.e., one just needs
the system to do its job. However, this opens the door
to conscious, open, and fair development of new sys-
tems. We claim that causality has to be the driving
force for sustainable development of DCSs.

This is in contrast to having business growth as the
main driving force. We have witnessed how cloud com-
puting and big data analytics have allowed companies to
provide new and exciting free services to users: e-mail,
storage, social networks, and so on. However, these

services only looked free because their users had
become valuable products for these companies.5

Similarly, machine learning (ML) and artificial intelli-
gence (AI) have experienced exponential growth for
the last one or two decades. Although all new capaci-
ties are discovered and enhanced through extensive
training, many inconvenient aspects of this technol-
ogy, such as a lack of trustworthiness6 or being
resource devouring,7 have only emerged since ML/AI
have become essential in our society. Fortunately, we
are now aware of these perils, and legislation is slowly
but steadily trying to solve these deficiencies. Our lesson
learned is that business growth cannot be the main driv-
ing force for future DCSs.

Causality, as an overarching technique for DCS,
can bring the necessary mechanisms to grasp their
behavior and footprint fully. Sustainable development
is not only about minimizing energy consumption, it is
also about developing a holistic view of how these new
systems interact with our society, and their impact.
Causality is a cornerstone of DCSs’ sustainable devel-
opment as it accompanies concepts such as fairness,
trustworthiness, resource efficiency, environmental
responsibility, and so on.

FIGURE 1. General overview of a distributed computing continuum system. IoT: the Internet of Things.
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D istributed systems, specifically cloud comput-
ing, support many of our daily activities, span-
ning from the home to the workspace and

including many facets of our social life and entertain-
ment activities. These services have become ubiqui-
tous due to their business model, performance, and
security guarantees. Computing infrastructure centrali-
zation, i.e., the data center, has been a critical enabler
for this technology, providing an efficient and scalable
solution tomanage worldwide-scale services.

Interestingly, the upcoming generations of Internet-
distributed systems are moving away from these large
and isolated data centers to be closer to the users at
the edge of the network. This trend is justified by sev-
eral reasons, such as reducing network congestion,
reducing service latency, or improving privacy guaran-
tees. The list is long, and many scientific publications
emphasize this change, e.g., Shi et al.1 and Satyanar-
ayanan.2 Furthermore, moving computational resour-
ces closer to the user brings new applications for our
society, such as autonomous cars, individualized health
tracking and assistance, optimized resource manage-
ment, holographic communications, and many other
opportunities.

The potential business opportunities are enormous.
Hence, it is inevitable that a new generation of Internet-
distributed systems, also known as distributed contin-
uum systems (DCSs),3 will eventually be a part of our

societal and technological ecosystems. Figure 1 shows
a high-level view of this type of system. At the top, there
are the resources from cloud computing; farther down
we find fog and edge computing resources, which are
more constrained, and, finally, at the bottom, we can
find Internet of Things (IoT) devices and specific appli-
cations. This figure shows devices and their intercon-
nections, but it is fundamental to understanding that
there is no centralized logic behind it. The cloud does
not govern all the devices in the figure, but each sub-
set of devices is responsible for its tasks, and they
are related in a loosely coupled manner. Similarly, as
services would do in a service-oriented architecture,
that is the reason behind using bidirectional arrows
in Figure 1.

The technological challenges for these systems
are manifold. DCSs are composed of a large diversity
of devices and interconnections, which belong to dif-
ferent providers and are mutual to several tenants.
Given the open and shared environment these systems
inhabit, they need to adapt dynamically to changes
while keeping strict constraints fulfilled in terms of per-
formance, quality of service (QoS), or cost. There exist
remarkable similarities between DCSs and natural eco-
systems when their behaviors need to be explained,
and both are self-adaptive systems built from self-
adaptive components. We are studying the technologi-
cal challenges presented by these new systems.4 We
are confident that, sooner rather than later, all the
challenges identified will be surmounted and these sys-
tems will become a reality.

DCS applications will have many interactions with
people and a significant impact on society. Hence, it is
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CAUSALITY
In general, causality studies the cause and effect
relationship between events and variables. A key
difference with previous statistical analyses is that
causality disconnects from spurious correlations.
Hence, it looks for meaningful relationships between
events and variables and provides methods for
modeling them.

Causal models can be leveraged at three levels, or
rungs, as explained in Pearl and Mackenzie.8 The first
rung is observational, allowing inference on a system
that cannot be interacted with, and the only available
data are from observations. The second rung is inter-
ventional; in this case, the system can be interacted
with, and the data obtained reflect this possible inter-
action. This offers the possibility to make inferences
on the system’s behavior after performing changes
on it. Finally, the third rung is counter factual, which
aims to build models that can infer possibilities that
cannot happen, such as, What would have happened
to the system if I had done action x instead of y?
Indeed, obtaining data and models for this type of
query is challenging, but it is valuable reasoning
to understand how a system can or cannot work.
Further, it is a type of reasoning very familiar to us
(people) as we commonly imagine situations and
their possible outcomes (POs) before or after they
have happened.

Embedding causal mechanisms within DCSs ensures
human-interpretable backdoors to achieve explainabil-
ity, accountability, and auditability, among the other
benefits that this technology, such as parameter opti-
mization, can bring to DCSs. As DCSs must be self-
adaptive, they require knowledge about themselves,
i.e., system knowledge, and the environment to which
they need to adapt, i.e., context awareness. Crucially,
by using causal-based techniques, it is possible to
bring a third leg to this autonomy that considers its
relationship with society, bringing the opportunity to
become socially responsible and sustainable, i.e., soci-
etal responsibility (see Figure 2).

It is important to emphasize that causality is not
merely a buzzword or trendy concept that we are intro-
ducing into distributed systems. It is a fundamental
principle that is essential to understand to ensure the
development of these new systems. In Figure 2, we can
see all the features causality can provide to DCSs. Fur-
thermore, it has been used in computer science for
some time now. However, in most cases, it is used to
solve specific problems for a specific domain and
has never been used as the driving force for a new
development.

Causality in Computer Science
In this section, we provide an overview of the use of
causality in computer science to shed light on the pos-
sibilities of this technology for DCSs. Causality has
been used in computer science for anomaly detection
in distributed cloud-based systems. The complex rela-
tionships among services have required the develop-
ment of fine-grained causal inference techniques to
detect the root cause of failures or service-level objec-
tive (SLO) violations.9 Indeed, this complexity is
increased in DCSs. However, the need to detect root-
cause failures and SLO violations remains the same for
these systems as an expansion of the computing units
and services toward the network’s edge.

Configurable software systems have also benefited
from causality to better understand how system fea-
tures relate among them and how the system perfor-
mance is affected by proper configuration. It has been
shown that causal relations help identify responsibili-
ties and reasons for features and feature combina-
tions, paving the way for future tailored optimized
configurations. Moreover, this also offers the possibil-
ity to perform analysis on counter-factual configura-
tions, enabling reasoning over different contexts, an
utmost feature for self-adaptive systems.10 DCS are
composed of a diversity of devices and connections.
Hence, beyond horizontal or vertical scaling, properly
configuring their usage is crucial to offering the
expected QoSs.

Recommendation systems are another field where
causality is starting to play a major role. These systems

FIGURE 2. Causality features framed over the three main

pillars to build DCSs. SLO: service-level objective.
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can be understood as the primary information filters
on the Internet, as they aim at providing only relevant
information for its users. Hence, it is crucial for these
systems to differentiate spurious correlations from real
causal relations. In this regard, causality is essential to
their inference models.11 The volume of data that DCSs
generate is huge; beyond the data related to the spe-
cific application, there is also a vast amount of data
internal to the system, known as big data.12 Hence, fil-
tering these data for system management requires
timely and effective processing and understanding.

The ubiquitousness of AI- and ML-inferring systems
raises the need to find methods to explain these sys-
tems’ outcomes; otherwise, it is unknown how much
we can trust them. In that regard, causality is being
explored to provide those systems with features such
as interpretability, explainability, accountability, and
fairness. In general, the main goal is to make these sys-
tems trustworthy and fair.13 Recently, several works
have started to study the capacity of causal reasoning
for large language models (LLMs).14 In brief, some
causal queries are properly addressed, however, future
research aims at incorporating causal models to pro-
vide this capacity to LLMs. This shows the relevance of
causal reasoning in how we interact with anything.
DCSs host sensitive applications, e.g., autonomous
driving or e-health. Hence, explainability, fairness, and
accountability are mandatory characteristics; other-
wise, these applications will need more trustworthi-
ness to be acceptable.

Many computer science fields use causality to
boost or provide these missing functionalities to their
state-of-the-art techniques. We opt for making causal-
ity a fundamental pillar for DCSs as it has the potential
to revolutionize them by bringing capacities such as
root failure and anomaly detection, SLO violation pre-
diction, feature analysis and configuration, context
exploration, information filtering, and decision explain-
ability, while at the same time ensuring fairness and
accountability.

Causally Enabled DCSs
Now our main focus is to identify the decisive elements
from DCSs that are able to leverage causal models
for seamless integration of all the benefits. In general,
DCSs comprise cloud infrastructure, several fog
nodes, more edge nodes, and many IoT devices, as
shown in Figure 1. Their necessary functionalities are
spread along the continuum. However, their require-
ments tend to be more specific to the computing
tier. Hence, we need a mechanism that links functionali-
ties and requirements, one that is aware of the specific

idiosyncrasies of the component and can embed the
causal models. By the end of the “Control and Manage-
ment Subsystems” section, we present the artifact able
to do this.

Subsystem-Based View of DCSs
Providing a modular view of the system’s necessary
functionalities eases the understanding of where causal
features are required. Further, we comment on how
requirements affect functionalities according to the
computer tier in which the functionality sits. Hence, the
following is organized into subsystems,a given that they
represent system-specific functionalities. In short, any
DCSs have the following subsystems: hardware, data,
analytics, control, management, and network. Interest-
ingly, in a DCS, there can be hardware components that
are also a part of the payload, however, this is outside
the scope of this article. Further, there can be other
cross-cutting concerns, such as security, transversal to
all others, which we understand as if each subsystem
requires amodule on security.

The hardware subsystem aims to manage the hard-
ware components of the system. In that regard, it
becomes more relevant in DCSs for two reasons. On
the one hand, edge or IoT hardware has power con-
straints and mobility capacities and is geographically
distributed. These aspects challenge the hardware
requirements of any previous cloud-based system. On
the other hand, future computing systems must be
sustainable. Hence, most of the required considera-
tions must be applied in this subsystem.

Hardware subsystem functionalities span frommoni-
toring and tracking the health and performance of the
hardware components to ensuring their desired behav-
ior by performing adequate maintenance, including the
required firmware updates and component substitu-
tions. As a result, for this subsystem, it is crucial to in-
corporate anomaly detection and root-cause failure
identification from causal methods. This would therefore
enable fast and precise action at the hardware level with
a high degree of accountability for the actions taken.

The data subsystem is in charge of handling data
through its lifecycle, i.e., generation, (pre-)processing,
storage, distribution, consumption, and deletion. Indeed,
the specific needs of the application, combined with its
location along the continuum, affects the requirements
for each phase. Further, aspects such as data gravity
and friction require special care in DCSs,15 where

aThey are also known as planes or layers, but within a
system’s context, we found subsystems a more appropriate
wording.
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action. This offers the possibility to make inferences
on the system’s behavior after performing changes
on it. Finally, the third rung is counter factual, which
aims to build models that can infer possibilities that
cannot happen, such as, What would have happened
to the system if I had done action x instead of y?
Indeed, obtaining data and models for this type of
query is challenging, but it is valuable reasoning
to understand how a system can or cannot work.
Further, it is a type of reasoning very familiar to us
(people) as we commonly imagine situations and
their possible outcomes (POs) before or after they
have happened.

Embedding causal mechanisms within DCSs ensures
human-interpretable backdoors to achieve explainabil-
ity, accountability, and auditability, among the other
benefits that this technology, such as parameter opti-
mization, can bring to DCSs. As DCSs must be self-
adaptive, they require knowledge about themselves,
i.e., system knowledge, and the environment to which
they need to adapt, i.e., context awareness. Crucially,
by using causal-based techniques, it is possible to
bring a third leg to this autonomy that considers its
relationship with society, bringing the opportunity to
become socially responsible and sustainable, i.e., soci-
etal responsibility (see Figure 2).

It is important to emphasize that causality is not
merely a buzzword or trendy concept that we are intro-
ducing into distributed systems. It is a fundamental
principle that is essential to understand to ensure the
development of these new systems. In Figure 2, we can
see all the features causality can provide to DCSs. Fur-
thermore, it has been used in computer science for
some time now. However, in most cases, it is used to
solve specific problems for a specific domain and
has never been used as the driving force for a new
development.

Causality in Computer Science
In this section, we provide an overview of the use of
causality in computer science to shed light on the pos-
sibilities of this technology for DCSs. Causality has
been used in computer science for anomaly detection
in distributed cloud-based systems. The complex rela-
tionships among services have required the develop-
ment of fine-grained causal inference techniques to
detect the root cause of failures or service-level objec-
tive (SLO) violations.9 Indeed, this complexity is
increased in DCSs. However, the need to detect root-
cause failures and SLO violations remains the same for
these systems as an expansion of the computing units
and services toward the network’s edge.

Configurable software systems have also benefited
from causality to better understand how system fea-
tures relate among them and how the system perfor-
mance is affected by proper configuration. It has been
shown that causal relations help identify responsibili-
ties and reasons for features and feature combina-
tions, paving the way for future tailored optimized
configurations. Moreover, this also offers the possibil-
ity to perform analysis on counter-factual configura-
tions, enabling reasoning over different contexts, an
utmost feature for self-adaptive systems.10 DCS are
composed of a diversity of devices and connections.
Hence, beyond horizontal or vertical scaling, properly
configuring their usage is crucial to offering the
expected QoSs.

Recommendation systems are another field where
causality is starting to play a major role. These systems

FIGURE 2. Causality features framed over the three main

pillars to build DCSs. SLO: service-level objective.
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data may have to be moved through jurisdictional
boundaries.

The two main causal features required for this sub-
system are 1) context awareness, for defining the spe-
cific policies that have to affect the data, and related
to that, 2) system accountability for the decisions
made, given that they are sensitive.

The analytics subsystem collects system metrics
and performs analytics to support the other subsys-
tems. Indeed, the requirements for this subsystem are
very different at the edge than at the cloud; however,
the expected functionalities are very similar. Simply put,
the edge requires lightweight and fast analytics, while
cloud requirements can lead to cost-effective require-
ments. Indeed, performing analytics includes forecast-
ing metric trends and SLO violations and providing
optimization possibilities for system configurations.

In that regard, this is a crucial subsystem for
applying causal methods. Causality can provide infor-
mation filters to process only relevant features, i.e.,
causally dependent. Further, system configuration
capabilities can be explored considering the context-
awareness capability of causality, and moreover, it
can use interventional and counter-factual reasoning
to optimize the configuration options of the system.
This subsystem must also have explainability, fairness,
and accountability features derived from the use of
causal models.

Control and management subsystems subsystems
need conceptually similar mechanisms related to the
causal features that can be used. However, in terms of
functionalities, they have different perspectives on the
system. The control subsystem is responsible for the
lower-level needs of the system, typically in short time-
scales. Hence, it takes care of local tasks that require a
fast response. As an example, the access control of
resources can be managed by the control subsystem.
On the contrary, the management subsystem takes a
higher-level perspective on the system: it has larger
timescales and works toward global tasks that have
slower paces. Hence, provisioning or updating a com-
puting edge cluster can be a part of the management
subsystem’s tasks. Similarly, as in previous subsystems,
specific requirements for the functionalities are linked to
their location in the continuum.

These subsystems require input from the system’s
analytics to act accordingly. In that regard, it is funda-
mental that they have causal models able to offer
explanations for the decisions made. Further, in a more
technical view, these systems can also benefit from
feature configuration and counter-factual analysis to
align the information obtained from the analytics to its
specific domain of action. They therefore need to be

able to track previous decisions using the input from
the analytics subsystem.

The network subsystem is in charge of managing the
communication layer of DCSs. It takes control over
specific functions of the communication network. For
instance, it must ensure a certain level of throughput
while having a dynamic number of requests. However,
the techniques and resources vary depending on the
computational tier. Generally, in cloud tiers, there are fast
and reliable wired connections, while toward the edge,
wireless and low-power communication ismore typical.

The network subsystem requires to causally model
its connectivity efficiency to account for the overall sys-
tem performance. Furthermore, similarly to the previous
subsystems, it also needs the feature configuration and
counter-factual analysis features brought by causality.

CAUSALITY INTEGRATED IN DCS
A holistic integration of causality in DCSs is needed
to harness their benefits; many of their features
are required in all subsystems as key enablers for
DCSs. From our experience in distributed systems, an
enhanced version of SLOs can be the missing artifact
to link causality with distributed systems. Functionali-
ties need to be steered by requirements to be properly
adapted to the computing continuum (CC) environ-
ment (see Figure 3). Further, DCSs are service oriented;
therefore, SLOs can describe these functionalities
while determining a specific requirement for them. It is
worth noting that SLOs are commonly used in cloud
computing systems, however, our enhanced version
would reflect all the needs that services throughout
the CC may have. This implies that SLOs reflect lower-
level system needs, e.g., the maximum CPU usage of a

FIGURE 3. Subsystem view for distributed continuum systems.
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device as well as higher-level application needs, e.g.,
the minimal accuracy for a medical-related inference,
given that both relate to service requirements. Inter-
estingly, DCSs are highly dependent on their underlying
infrastructure; hence, accuracy may be as a result of
the MLmodel as well as the sensor data’s granularity.

Enhanced SLOs are built as causal graphs, where
the leaf node is the SLO’s compliance value, and
its parents and grandparents are variables that caus-
ally influence the SLO’s behavior. Moreover, these vari-
ables that influence the SLO’s compliance can be
parameterized. Looking at the accuracy example, the
frames per second of a camera influences the SLO’s
compliance, but it can be adjusted to different rates.
This implies that it is also possible to work at the
interventional or counterfactual rungs with causally
enhanced SLOs. As shown in Figure 4, an SLO is a cau-
sality graph where the values of its variables explain its
behavior. These variables can also be deliberately mod-
ified, providing a framework for applying do-calculus
and counterfactual reasoning in distributed systems.
Further, these variables or parameters can relate to
different SLOs, providing the capacity to explore the
system’s behavior beyond a single SLO.

Currently, there are two main frameworks for
modeling causality: structural causal models (SCMs),16

based on causal graphs and structural equations, and
the POs framework, which inherits from the develop-
ment of randomized experiments (see Yao et al.17 for a

comprehensive survey). From our perspective, SCMs
better suit the needs of DCSs, given that the graph
view and its equations can easily model DCSs. Causal
graphs can be expressed in terms of SCMs, where
each parent of the SLO (Pa) together with a set of
exogenous (nonobservable) variables (U) define the
probability of SLO compliance [P(SLO)].

P ðSLOÞ  fiðPai,UiÞ: (1)

Consider that f is a function that relates a parent
and the probability distribution of U to the probability
distribution of SLO compliance. Also, the subindex on
the right side of the equation accounts for different
parents and exogenous variables, explaining that each
can have a different relationship (i.e., function f ) with the
SLO. Hence, this formulation also offers the possibility to
study the sensitivity of SLO compliance to its variables.18

Modeling these systems through SLO-based causal
graphs brings the following crucial benefits:

Defining SLOs through causal graphs embeds
an information filter for each SLO. Given that
every time an SLO is required to be analyzed,
e.g., to understand why its compliance value
has changed, only the information of the varia-
bles in its causal graph has to be assessed,
which is the minimal set of information. This
also relates to and emphasizes the use of
Markov’s blanket concept.3

FIGURE 4. Causal graphs for an SLO-based designed system.
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boundaries.

The two main causal features required for this sub-
system are 1) context awareness, for defining the spe-
cific policies that have to affect the data, and related
to that, 2) system accountability for the decisions
made, given that they are sensitive.

The analytics subsystem collects system metrics
and performs analytics to support the other subsys-
tems. Indeed, the requirements for this subsystem are
very different at the edge than at the cloud; however,
the expected functionalities are very similar. Simply put,
the edge requires lightweight and fast analytics, while
cloud requirements can lead to cost-effective require-
ments. Indeed, performing analytics includes forecast-
ing metric trends and SLO violations and providing
optimization possibilities for system configurations.

In that regard, this is a crucial subsystem for
applying causal methods. Causality can provide infor-
mation filters to process only relevant features, i.e.,
causally dependent. Further, system configuration
capabilities can be explored considering the context-
awareness capability of causality, and moreover, it
can use interventional and counter-factual reasoning
to optimize the configuration options of the system.
This subsystem must also have explainability, fairness,
and accountability features derived from the use of
causal models.

Control and management subsystems subsystems
need conceptually similar mechanisms related to the
causal features that can be used. However, in terms of
functionalities, they have different perspectives on the
system. The control subsystem is responsible for the
lower-level needs of the system, typically in short time-
scales. Hence, it takes care of local tasks that require a
fast response. As an example, the access control of
resources can be managed by the control subsystem.
On the contrary, the management subsystem takes a
higher-level perspective on the system: it has larger
timescales and works toward global tasks that have
slower paces. Hence, provisioning or updating a com-
puting edge cluster can be a part of the management
subsystem’s tasks. Similarly, as in previous subsystems,
specific requirements for the functionalities are linked to
their location in the continuum.

These subsystems require input from the system’s
analytics to act accordingly. In that regard, it is funda-
mental that they have causal models able to offer
explanations for the decisions made. Further, in a more
technical view, these systems can also benefit from
feature configuration and counter-factual analysis to
align the information obtained from the analytics to its
specific domain of action. They therefore need to be

able to track previous decisions using the input from
the analytics subsystem.

The network subsystem is in charge of managing the
communication layer of DCSs. It takes control over
specific functions of the communication network. For
instance, it must ensure a certain level of throughput
while having a dynamic number of requests. However,
the techniques and resources vary depending on the
computational tier. Generally, in cloud tiers, there are fast
and reliable wired connections, while toward the edge,
wireless and low-power communication ismore typical.

The network subsystem requires to causally model
its connectivity efficiency to account for the overall sys-
tem performance. Furthermore, similarly to the previous
subsystems, it also needs the feature configuration and
counter-factual analysis features brought by causality.

CAUSALITY INTEGRATED IN DCS
A holistic integration of causality in DCSs is needed
to harness their benefits; many of their features
are required in all subsystems as key enablers for
DCSs. From our experience in distributed systems, an
enhanced version of SLOs can be the missing artifact
to link causality with distributed systems. Functionali-
ties need to be steered by requirements to be properly
adapted to the computing continuum (CC) environ-
ment (see Figure 3). Further, DCSs are service oriented;
therefore, SLOs can describe these functionalities
while determining a specific requirement for them. It is
worth noting that SLOs are commonly used in cloud
computing systems, however, our enhanced version
would reflect all the needs that services throughout
the CC may have. This implies that SLOs reflect lower-
level system needs, e.g., the maximum CPU usage of a

FIGURE 3. Subsystem view for distributed continuum systems.
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Causal models provide context awareness, given
that they are specific to a service in a determined
environment. However, they can also be updated,
which means that changes in the service context
can be integrated into the causal model, which
adapts it to its new reality.
Exploring possible configurations of the system
and their implications for the SLOs is possible
when the configuration variables are included
in the SLO-based causal graph. Hence, parame-
ter explainability and optimization go together
with the causal-enabled SLO.
The granularity of causal models is linked to
the described SLO. Further, it is expected to
find variables in a causal graph that are also
related to other SLOs, which may have a differ-
ent level of granularity. Hence, by following
these relations, root cause and anomalies can
be detected regardless of the distance between
the observed effect and the root cause.
Causal graphical models are interpretable; hence,
using them at the service-requirement level inte-
grates the possibility of explaining and therefore
accounting for the reasons for a service behavior.

Currently, we are making progress on defining SLOs
for DCSs through a Bayesian network. Our next step is
ensuring that the Bayesian network behaves as a causal
graph so that we unfold all the benefits given by them.

CONCLUSION
The development of DCSs will have an enormous
impact on our future society. Hence, they require
embedding the capacity for being explainable, fair,
accountable, and auditable. This is on top of all the
other technical challenges that still need to be solved
for these large-scale, heterogeneous, and dynamic sys-
tems. In this article, we motivated causality, in the form
of causal graphs and SCMs, as the technique to be
embraced by these systems to overcome all their
technical challenges while also bringing these crucial
capacities for being socially responsible. Further, we
proposed their integration with SLOs to obtain this
holistic framework for developing DCSs.
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Causal models provide context awareness, given
that they are specific to a service in a determined
environment. However, they can also be updated,
which means that changes in the service context
can be integrated into the causal model, which
adapts it to its new reality.
Exploring possible configurations of the system
and their implications for the SLOs is possible
when the configuration variables are included
in the SLO-based causal graph. Hence, parame-
ter explainability and optimization go together
with the causal-enabled SLO.
The granularity of causal models is linked to
the described SLO. Further, it is expected to
find variables in a causal graph that are also
related to other SLOs, which may have a differ-
ent level of granularity. Hence, by following
these relations, root cause and anomalies can
be detected regardless of the distance between
the observed effect and the root cause.
Causal graphical models are interpretable; hence,
using them at the service-requirement level inte-
grates the possibility of explaining and therefore
accounting for the reasons for a service behavior.

Currently, we are making progress on defining SLOs
for DCSs through a Bayesian network. Our next step is
ensuring that the Bayesian network behaves as a causal
graph so that we unfold all the benefits given by them.

CONCLUSION
The development of DCSs will have an enormous
impact on our future society. Hence, they require
embedding the capacity for being explainable, fair,
accountable, and auditable. This is on top of all the
other technical challenges that still need to be solved
for these large-scale, heterogeneous, and dynamic sys-
tems. In this article, we motivated causality, in the form
of causal graphs and SCMs, as the technique to be
embraced by these systems to overcome all their
technical challenges while also bringing these crucial
capacities for being socially responsible. Further, we
proposed their integration with SLOs to obtain this
holistic framework for developing DCSs.
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Over the past few years, due to the boom of advances in image processing, edge
computing, and wireless networking, unpiloted aerial vehicles, often referred to as
drones, have become an important enabler to support a wide variety of scientific
applications, ranging from environmental monitoring, disaster response, and wildfire
monitoring to the survey of archaeological sites. In this article, we present the FlyNet
platform, which extends an existing workflowmanagement system to support and
manage scientific workflows. FlyNet enables automated resource allocation, workflow
instrumentation, and network service support to support researchers in their goal to
analyze data for new scientific discoveries. In addition, FlyNet provides network services
management to support quality of service for efficient data transport between edge
devices, edge servers, and the cloud.

INTRODUCTION

D rones are literally on the horizon. Unpiloted
aerial vehicles (UAVs) (often referred to as
drones) are now supporting a wide range of

scientific applications, ranging from environmental
monitoring, disaster response, and wildfire monitor-
ing to the survey of archeological sites. The success of
these applications heavily depends on the ability to
efficiently manage and analyze large volumes of data
generated by drones. This is where scientific workflow
support comes into play, providing researchers with
the tools and techniques to better manage and ana-
lyze their data. In this context, scientific workflows can
be characterized as a series of processes that are
executed in a specific order to analyze the data gener-
ated by drones. Examples include the processing and
analysis of video, imagery, and other sensor data. By
using workflow management systems for scientific

UAV applications, researchers can create data man-
agement and analysis processes with the goal of effi-
ciently and effectively extracting insights and new
knowledge from the collected data.

In parallel, there has been an evolution of the cloud
computing paradigm with the advent of edge comput-
ing, providing researchers with the opportunity to span
their workflows across the edge-to-cloud spectrum
based on the resource needs of their scientific appli-
cations. To streamline data management based on
application requirements, resources across the spec-
trum need to be appropriately allocated. Unfortunately,
selecting the appropriate set of resources for a specific
scientific workflow is often a challenge for domain
scientists who are not experts in distributed computer
systems.

FlyNet introduces a platform to support scientific
workflows from the edge to the core for UAV and
other edge-to-cloud applications by automating the
processes of resource allocation, workflow implemen-
tation, and network service support to support research-
ers in their goal to analyze data for new scientific
discoveries.
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FLYNET SYSTEM ARCHITECTURE
The FlyNet architecture (shown in Figure 1) supports
the composition of end-to-end (edge-to-core) work-
flows capable of supporting scientific UAV and other
edge-to-cloud applications.

Edge-to-Core Infrastructure
The edge-to-core infrastructure depicted at the bottom
of Figure 1 covers all points in the spectrum of response
latency for application processing—the latency spec-
trum. While some processing needs to be performed on
the devices and the network edge to support the

increasing scale of Internet of Things (IoT) applications,
some computations need to be performed in network,
and some can be offloaded to core computing resour-
ces “far” from the edge devices.

There are several categories in this latency
spectrum—edge devices, edge servers, in network, and
core computing. While edge devices provide minimum
latency for response times, they have limited compu-
tational capabilities and/or power constraints. Thus,
onboard resources are often not sufficient to support
the UAV application processing needs. Edge servers or
nodes that make up an edge computing infrastructure
have more computational power and fast turnaround

FIGURE 1. FlyNet System architecture showing how applications can leverage edge-to-core infrastructure via FlyNet services.

API: application programming interface; BM: bare metal; L: level; REST: Representational State Transfer; VM: virtual machine.
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support comes into play, providing researchers with
the tools and techniques to better manage and ana-
lyze their data. In this context, scientific workflows can
be characterized as a series of processes that are
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ated by drones. Examples include the processing and
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UAV applications, researchers can create data man-
agement and analysis processes with the goal of effi-
ciently and effectively extracting insights and new
knowledge from the collected data.

In parallel, there has been an evolution of the cloud
computing paradigm with the advent of edge comput-
ing, providing researchers with the opportunity to span
their workflows across the edge-to-cloud spectrum
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cations. To streamline data management based on
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trum need to be appropriately allocated. Unfortunately,
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systems.
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times, but they support only limited scales of computa-
tion (e.g., they might be able to run very lightweight
algorithms but not data- and compute-intensive work-
loads like deep learning models).

As the latency on the spectrum increases, process-
ing packets and turning them around using in-network
computing capabilities (either compute resources or
specialized programmable hardware deployed in the
network core) can be envisioned. This will reduce
latency compared to cases where data have to be
transmitted all the way to the computing core. For
UAV data processing that needs substantially more
computational resources (e.g., GPUs for training
machine learning models for object detection), data
need to travel all the way to core cloud resources. This
incurs the maximum latency with the benefit that high
processing power can be utilized.

FlyNet Services: Resource Provisioning
To implement this overall architecture, FlyNet uses
a network-centric platform called Mobius1 with sup-
port for provisioning programmable cyberinfrastruc-
ture comprised of FABRIC2 and Chameleon Cloud3

testbeds. Mobius makes it easier for applications to
provision and manage the appropriate infrastructure
resources for their execution. It supports multiclouds
and automated network provisioning to connect the
clouds. It leverages the jclouds application program-
ming interface (API), which supports OpenStack-based
clouds, to provision bare metal (BM) nodes and virtual
machines (VMs) from Chameleon. It uses the FABRIC
FABlib API4 to 1) provision VMs from FABRIC with directly
attached PCI devices—GPUs, network cards, non-volatile
memory (NVMe) drives, and field-programmable gate
arrays—and 2) to provision layer 2/3 networks and facility
ports5 for connecting different FABRIC core and edge
nodes with external infrastructure. Users, applications,
and workflowmanagement systems interact with Mobius
using a Representational State Transfer (REST) API for
provisioning resources and deploying services (see the
next section).

FlyNet Services: Service Deployment
Container Setup and Orchestration
Since we envision that edge servers will be shared by
more than one application, the FlyNet architecture
supports a container-based application deployment
approach by using KubeEdge,6 which provides con-
tainer orchestration at the edge. This containerized
approach provides FlyNet with the required flexibility
for workflows that support drone-based applications.
The use of containers adds the benefit of simplified

deployments of applications on edge nodes and sup-
ports the migration of applications between edge
nodes. The latter is an important requirement of drone-
based applications, where the distance and, thus, the
resulting latency between a drone and an edge node
might become too large for effective and safe opera-
tions. In that case, migrating the application to a differ-
ent edge node that is closer to the drone is critical. To
support FlyNet, we extended Mobius to automatically
deploy a container orchestration service using KubeEdge,
which automatically instantiates KubeEdge clusters
on the provisioned nodes. To support BM container
orchestration on the edge resources, as on the Chame-
leon edge resources—CHI@Edge,7 Mobius takes advan-
tage of the REST API8 to provision the containers.

Computation and DataManagement Services
Mobius services also allow applications and workflow
systems to deploy HTCondor9 clusters—HTCondor
Master/scheduler and HTCondor workers—on the pro-
visioned resources selected from (potentially) multiple
cloud platforms (FABRIC and Chameleon), such that
workflow/application tasks can be readily scheduled
and executed. Mobius automates configurations for
the networks, Internet Protocol addresses, and setup
of the daemons and makes it easier for scientists and
applications to use the provisioned infrastructure.

Monitoring Setup and Data
Collection: Prometheus
Mobius also automatically deploys Prometheus10 moni-
toring agents on the provisioned resources—contain-
ers/VMs/BM. These agents monitor different resource
metrics, e.g., CPU loads, continuously and stream the
measurements to a central Prometheus server. The
Prometheus server aggregates all of the monitoring
time series data from the agents and exposes an API
for applications. The applications can query on the
observed performance attributes of the resources and
make key decisions for resource management. Such
monitoring data are critical for edge resource selection.

EDGE-TO-CLOUD WORKFLOW
ORCHESTRATION
Challenges of Edge-to-Cloud
Execution
Edge-to-cloud computing environments make it pos-
sible for applications and systems to capitalize on
the desirable advantages offered by both computing
paradigms: faster response times, data locality, cost
savings at the edge, scalability, high availability, and
reliability provided by the cloud. Effectively utilizing
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both computing paradigms within such a complex exe-
cution environment for a given application presents a
number of challenges. First, available resources and
their states need to be visible to make scheduling
decisions. Some environments with IoT devices may
experience churn due to limited power and network
connection. This is especially the case for UAVs that
might come in and out of communication range when
executing a mission. Second, scheduling decisions
must be made. When running in the cloud, both com-
pute and data movement costs may need to be consid-
ered. Incorporating the edge may involve taking into
consideration energy consumption, limited compute
capacity, and storage constraints. In addition to sched-
uling decisions, there may be resource provisioning
decisions that can be made to better accommodate
varying levels of expected load. Such provisioning can
happen at the edge, for example, in a cloudlet or on
idle edge devices. Third, software systems must be in
place to execute computations at both ends and auto-
matically handle failures when they occur. Finally, the
ability to capture fine-grained performance metrics or
provenance data is indispensable to optimizing execu-
tions on an edge-to-cloud continuum.

Edge-to-Cloud Workflow
System Design
To orchestrate workflows that span edge and cloud
resources, FlyNet uses the Pegasus Workflow Manage-
ment System.11 Pegasus has a number of key features
that make it a particularly good candidate to provide
the automation needed to span the edge-to-cloud con-
tinuum. Most importantly, it has the notion of an
abstract workflow. This is a workflow description that
is resource independent and captures the workflow at
the science level: the codes used for the computations
as well as the data needed for and generated by the
workflow tasks. Pegasus takes this abstract workflow
description andmaps it to the available resources, gen-
erating the necessary resource-dependent scripts for
job submission and adding the necessary data move-
ment between jobs by invoking appropriate data trans-
fer protocols. These resource-specific scripts produced
by Pegasus form the executable workflow that is then
passed to HTCondor’s DAGMan12 for execution.

Pegasus’s architecture and the use of proven and
versatile technologies, such as HTCondor, allowed us
now to extend the workflows to the edge. HTCondor
can run on any edge or cloud resource running Linux,
macOS, or Windows, creating a hybrid edge–cloud
infrastructure. To match jobs specifically with edge
or cloud resources, we added an additional attribute,

which indicates whether or not that resource was an
edge or cloud resource. During workflow generation,
jobs can be annotated with the type of resources they
should be matched with. During execution, HTCondor
takes into account this requirement in addition to
other job requirements and matches the job with the
appropriate resources.

To support data movement operations, workflows
are configured to use remote transfer protocols, such
as HTTP and SCP, and local file system operations.
These are managed by the pegasus-transfer utility.
Pegasus-transfer is invoked for each job to handle
staging in input data and staging out output data. For
jobs that are scheduled on locations where input data
already reside, symlinks are used by pegasus-transfer
to avoid unnecessary datamovements and reduce overall
disk usage. One notable advantage of pegasus-transfer
is that data movement operations are decoupled from
the jobs themselves. For example, a change in the loca-
tions of initial input files would only require a workflow-
specific configuration change with Pegasus.

Workflow Evaluation
For the evaluation, we used a drone application and
two other edge-to-cloud workflows. We use these appli-
cations to demonstrate the feasibility of our approach
and the benefits of using an infrastructure that pro-
vides resources across the edge-to-cloud continuum.

Typical UAVWorkflow
This workflow13 was developed to represent data aggre-
gation and analytics applications that run in edge-to-
cloud environments. For such applications, initial input
data are derived at the edge from multiple instruments,
such as cameras and sensors, mounted on drones. Each
input goes through preprocessing steps before being
aggregated by a single job that outputs the final result.

WindWorkflow
The Wind workflow1,14 is designed to identify areas of
maximum observed wind magnitudes from a network
of overlapping Doppler weather radars. Single radar
files in polarimetric format, from a total of seven radars,
are regridded into a common coordinate system. At a
centralized location, the workflow periodically takes
any available scans collected over a given time interval
and creates a new file in a latitude/longitude projection
representing the highest winds that have been observed
during the time period.

OrcasoundWorkflow
Orcasound15 is a community-driven project that lever-
ages hydrophone sensors deployed in three locations
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times, but they support only limited scales of computa-
tion (e.g., they might be able to run very lightweight
algorithms but not data- and compute-intensive work-
loads like deep learning models).

As the latency on the spectrum increases, process-
ing packets and turning them around using in-network
computing capabilities (either compute resources or
specialized programmable hardware deployed in the
network core) can be envisioned. This will reduce
latency compared to cases where data have to be
transmitted all the way to the computing core. For
UAV data processing that needs substantially more
computational resources (e.g., GPUs for training
machine learning models for object detection), data
need to travel all the way to core cloud resources. This
incurs the maximum latency with the benefit that high
processing power can be utilized.

FlyNet Services: Resource Provisioning
To implement this overall architecture, FlyNet uses
a network-centric platform called Mobius1 with sup-
port for provisioning programmable cyberinfrastruc-
ture comprised of FABRIC2 and Chameleon Cloud3

testbeds. Mobius makes it easier for applications to
provision and manage the appropriate infrastructure
resources for their execution. It supports multiclouds
and automated network provisioning to connect the
clouds. It leverages the jclouds application program-
ming interface (API), which supports OpenStack-based
clouds, to provision bare metal (BM) nodes and virtual
machines (VMs) from Chameleon. It uses the FABRIC
FABlib API4 to 1) provision VMs from FABRIC with directly
attached PCI devices—GPUs, network cards, non-volatile
memory (NVMe) drives, and field-programmable gate
arrays—and 2) to provision layer 2/3 networks and facility
ports5 for connecting different FABRIC core and edge
nodes with external infrastructure. Users, applications,
and workflowmanagement systems interact with Mobius
using a Representational State Transfer (REST) API for
provisioning resources and deploying services (see the
next section).

FlyNet Services: Service Deployment
Container Setup and Orchestration
Since we envision that edge servers will be shared by
more than one application, the FlyNet architecture
supports a container-based application deployment
approach by using KubeEdge,6 which provides con-
tainer orchestration at the edge. This containerized
approach provides FlyNet with the required flexibility
for workflows that support drone-based applications.
The use of containers adds the benefit of simplified

deployments of applications on edge nodes and sup-
ports the migration of applications between edge
nodes. The latter is an important requirement of drone-
based applications, where the distance and, thus, the
resulting latency between a drone and an edge node
might become too large for effective and safe opera-
tions. In that case, migrating the application to a differ-
ent edge node that is closer to the drone is critical. To
support FlyNet, we extended Mobius to automatically
deploy a container orchestration service using KubeEdge,
which automatically instantiates KubeEdge clusters
on the provisioned nodes. To support BM container
orchestration on the edge resources, as on the Chame-
leon edge resources—CHI@Edge,7 Mobius takes advan-
tage of the REST API8 to provision the containers.

Computation and DataManagement Services
Mobius services also allow applications and workflow
systems to deploy HTCondor9 clusters—HTCondor
Master/scheduler and HTCondor workers—on the pro-
visioned resources selected from (potentially) multiple
cloud platforms (FABRIC and Chameleon), such that
workflow/application tasks can be readily scheduled
and executed. Mobius automates configurations for
the networks, Internet Protocol addresses, and setup
of the daemons and makes it easier for scientists and
applications to use the provisioned infrastructure.

Monitoring Setup and Data
Collection: Prometheus
Mobius also automatically deploys Prometheus10 moni-
toring agents on the provisioned resources—contain-
ers/VMs/BM. These agents monitor different resource
metrics, e.g., CPU loads, continuously and stream the
measurements to a central Prometheus server. The
Prometheus server aggregates all of the monitoring
time series data from the agents and exposes an API
for applications. The applications can query on the
observed performance attributes of the resources and
make key decisions for resource management. Such
monitoring data are critical for edge resource selection.

EDGE-TO-CLOUD WORKFLOW
ORCHESTRATION
Challenges of Edge-to-Cloud
Execution
Edge-to-cloud computing environments make it pos-
sible for applications and systems to capitalize on
the desirable advantages offered by both computing
paradigms: faster response times, data locality, cost
savings at the edge, scalability, high availability, and
reliability provided by the cloud. Effectively utilizing
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in the state of Washington (San Juan Island, Point
Bush, and Port Townsend) to study orca whales in the
Pacific Northwest region. The Orcasound Pegasus
workflow16 processes the hydrophone data of one or
more sensors in batches for each timestamp and con-
verts them to a WAV format. Using the WAV output,
the workflow creates spectrogram images that are
stored in the final output location. Furthermore, using
a pretrained Orcasound model developed by the com-
munity, the workflow scans the WAV files to identify
potential sounds produced by the orcas.

Edge-to-Cloud Evaluation
To evaluate our approach, we executed each of the
three workflows in edge-only, edge-to-cloud, and cloud-
only scenarios. We emulated an edge-to-cloud scenario
and provisioned nodes on both Chameleon sites at
Texas Advanced Computing Center (TACC) and Univer-
sity of Chicago (UChicago). At TACC, we deployed our
cloud site, where we assumed we could get unlimited
resources, and, at UChicago, we used Docker to deploy
our edge nodes and limit their processing capabilities.17

In Figure 2, we present the average makespan for
10 runs of each of the three workflows under the differ-
ent scenarios as a percentage of the edge scenario. As
can be seen, the wall clock time (makespan) for each
of the three workflows is different for the three execu-
tion environments. While the typical UAV workflow per-
forms best in an edge-only environment, the Wind and
Orcasound workflows perform best in the cloud-only
environment.

Additionally, in Figure 3, we present the average
time the workflows spent transferring data over the
wide area network (WAN) as a percentage of the edge
scenario. This figure provides some insights as to why
the cloud-only scenario does not perform the best in

all cases. The UAV workflow was designed to favor the
edge-only scenario, and, without any computation at
the edge, the workflow is forced to spend 30 times
more on WAN transfers, negating any increase in com-
pute power the cloud offers. On the other hand, the
Wind and Orcasound workflows still have to spend
about four times and two times more on WAN trans-
fers, respectively, but the speed-up these workflows
are getting from the cloud resources is enough to
improve their overall makespans (Figure 2).

Overall, these results show the benefits and flexibil-
ity this approach provides. Without any additional
development, Pegasus can map the workflows to edge
and/or cloud resources, enabling optimizations under
constraints utilizing different tradeoffs (e.g., a shorter
makespan versusmore network utilization).

NETWORK SERVICES FOR
EDGE-TO-CLOUD WORKFLOWS

The edge-to-cloud orchestration presented in the
“Edge-to-Cloud Workflow Orchestration” section shows
the benefits of being able to explore the tradeoff
between compute time, data transmission time, and
queueing delays for different workflows. In addition to
this workflow orchestration, we also investigate how
network services that are based on programmable data
planes can efficiently manage the transmission of data
in the edge-to-cloud continuum. Such network services
are an important component in the FlyNet architecture
since they support efficient data transport between
edge devices, edge servers, and the cloud. Figure 4
shows an example scenario for search-and-rescue
operations, which requires the efficient transmission of
video footage to adequate compute resources.

The advent of programmable data planes provides
in-band telemetry (INT) capabilities that address network

FIGURE 2. Workflow makespans for 10 runs of each of the

three workflows under different scenarios. UAV: unpiloted

aerial vehicle.

FIGURE 3. Cumulative time spent on transferring data over

the wide area network.
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resource usage, identify resource contention, and pro-
vide detailed visibility into the network infrastructure.
Based on these capabilities, INT can be used to enable
network quality of service (QoS), ensuring that work-
flows receive the required network service.

INT
INT-based packet processors [e.g., programming proto-
col-independent packet processors (P418)] enable the

generation of monitoring data. In contrast to existing
approaches, INT based on P4 allows for the collection
of network metrics (delay, jitter, BW, etc.) on a per-hop
basis. Thus, QoS-related issues with a specific link can
be pinpointed to a specific segment of the path, allow-
ing network services to address these issues with the
goal of maintaining the required QoS.

To further illustrate, Figure 5 depicts an INT imple-
mentation. At each of the programmable P4 switches,
INT data in the form of the outgoing queue length are
collected and added to the packets traversing the link.
At the egress point, these metadata are removed from
the packet (before it is forwarded to h2) and analyzed.
Queue sizes above a certain threshold might indicate
that the required QoS can no longer be supported along
this path. In this case, network services can be invoked
to actively manage the network (rerouting or limiting of
other traffic) to further guarantee the required QoS.

Network Services Control and
Workflow Evaluation
As shown in Figure 1, the FlyNet architecture is designed
to operate on advanced network infrastructures like
FABRIC.2 The availability of programmable network ele-
ments in FABRIC supports INT scenarios, as shown in
Figure 5. The benefits of this approach can be demon-
strated by a scenario in which a swarm of drones
sends video footage from a search-and-rescue opera-
tion. Through the combination of INT and multihop
route inspection (MRI), a control system can be created
that is aware of the entire network topology between

FIGURE 4. UAVs can be utilized for a wide variety of applica-

tions, such as, e.g., search and rescue as well as aerial surveil-

lance. Challenges for network services management need to

be overcome to guarantee the satisfactory performance of

network-edge-based applications, such as video delivery.

GCS: ground control station.

h1 h2

FIGURE 5. Illustration of the application of INT where data are transmitted between hosts h1 and h2 using three programmable

network switches—the INT source, transit hop, and sink add headers—to report the time spent in the outgoing queues across

the network path. INT: in-band telemetry.
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in the state of Washington (San Juan Island, Point
Bush, and Port Townsend) to study orca whales in the
Pacific Northwest region. The Orcasound Pegasus
workflow16 processes the hydrophone data of one or
more sensors in batches for each timestamp and con-
verts them to a WAV format. Using the WAV output,
the workflow creates spectrogram images that are
stored in the final output location. Furthermore, using
a pretrained Orcasound model developed by the com-
munity, the workflow scans the WAV files to identify
potential sounds produced by the orcas.

Edge-to-Cloud Evaluation
To evaluate our approach, we executed each of the
three workflows in edge-only, edge-to-cloud, and cloud-
only scenarios. We emulated an edge-to-cloud scenario
and provisioned nodes on both Chameleon sites at
Texas Advanced Computing Center (TACC) and Univer-
sity of Chicago (UChicago). At TACC, we deployed our
cloud site, where we assumed we could get unlimited
resources, and, at UChicago, we used Docker to deploy
our edge nodes and limit their processing capabilities.17

In Figure 2, we present the average makespan for
10 runs of each of the three workflows under the differ-
ent scenarios as a percentage of the edge scenario. As
can be seen, the wall clock time (makespan) for each
of the three workflows is different for the three execu-
tion environments. While the typical UAV workflow per-
forms best in an edge-only environment, the Wind and
Orcasound workflows perform best in the cloud-only
environment.

Additionally, in Figure 3, we present the average
time the workflows spent transferring data over the
wide area network (WAN) as a percentage of the edge
scenario. This figure provides some insights as to why
the cloud-only scenario does not perform the best in

all cases. The UAV workflow was designed to favor the
edge-only scenario, and, without any computation at
the edge, the workflow is forced to spend 30 times
more on WAN transfers, negating any increase in com-
pute power the cloud offers. On the other hand, the
Wind and Orcasound workflows still have to spend
about four times and two times more on WAN trans-
fers, respectively, but the speed-up these workflows
are getting from the cloud resources is enough to
improve their overall makespans (Figure 2).

Overall, these results show the benefits and flexibil-
ity this approach provides. Without any additional
development, Pegasus can map the workflows to edge
and/or cloud resources, enabling optimizations under
constraints utilizing different tradeoffs (e.g., a shorter
makespan versusmore network utilization).

NETWORK SERVICES FOR
EDGE-TO-CLOUD WORKFLOWS

The edge-to-cloud orchestration presented in the
“Edge-to-Cloud Workflow Orchestration” section shows
the benefits of being able to explore the tradeoff
between compute time, data transmission time, and
queueing delays for different workflows. In addition to
this workflow orchestration, we also investigate how
network services that are based on programmable data
planes can efficiently manage the transmission of data
in the edge-to-cloud continuum. Such network services
are an important component in the FlyNet architecture
since they support efficient data transport between
edge devices, edge servers, and the cloud. Figure 4
shows an example scenario for search-and-rescue
operations, which requires the efficient transmission of
video footage to adequate compute resources.

The advent of programmable data planes provides
in-band telemetry (INT) capabilities that address network

FIGURE 2. Workflow makespans for 10 runs of each of the

three workflows under different scenarios. UAV: unpiloted

aerial vehicle.

FIGURE 3. Cumulative time spent on transferring data over

the wide area network.

VIEW FROM THE CLOUD

May/June 2023 IEEE Internet Computing 39



36	 ComputingEdge�  September 2025

VIEW FROM THE CLOUD

IoT devices (a swarm-of-drones scenario), edge servers,
and the cloud. It allows the detection of congestion
within that topology and can actively intervene to pre-
vent it.19

Figure 6 depicts a scenario in which aggregated
video streams from a swarm of drones are transmitted
from edge server h1 to cloud server h2 via s1 and s2.
Due to competing traffic between h11 and h22, packet
loss and delay can occur for the video stream. With the
aid of INT, the link on which this packet loss and delay
occur can be identified, and MRI is invoked to reroute
the competing traffic (from h11 to h22) via s3, mitigat-
ing the congestion on the s1-to-s2 link.

As the results in Figure 7 show, this INT-based net-
work service (implemented via P4 in FABRIC) is able to
guarantee QoS for the video streams generated by the
swarm of drones. While there is significant packet loss
when no INT is applied (cases 1 and 2), there is no

packet loss when an INT-based network service is
used (case 4).

CONCLUSION
UAVs, often referred to as drones, have become an
important enabler for a wide variety of scientific and
societally impactful applications. FlyNet supports these
applications by providing automated resource alloca-
tion, workflow instrumentation, and network service
management. It leverages the Pegasus workflow man-
agement system for supporting andmanaging scientific
workflows spanning from the edge to the core cloud as
well as Mobius, a resource-provisioning system that
can build a virtual edge-to-cloud platform. In combina-
tion with network services that are based on program-
mable network elements, FlyNet is able to allocate
network and compute resources to optimize the execu-
tion of these UAV workflows. As a result, researchers
can collect and efficiently analyze data, make scien-
tific discoveries, or react to information coming from
remote locations.

While we have created a platform that supports
drone-based research, there are many research issues
that still need to be addressed in the future. For exam-
ple, the interdependency between data collection and
offloading under uncertain network connectivity con-
ditions has not been sufficiently studied. Resource
provisioning, task scheduling, and fault recovery that
take into account a number of competing criteria,
including performance, reliability, and power, are still
challenging. We will address such research issues
through the exploration of new algorithm design and
experimentation with FlyNet on wireless testbeds like
AERPAW.20

FIGURE 6. Aerial video surveillance data collection use case scenario of experiencing congestion bottlenecks without P4 pro-

grammable devices.

FIGURE 7. Packet loss measurements to show the impact of

increased congestion on the path between s1 and s2 with

capacity of 200 Mb/s for the following cases: without P4 and

congestion of 800 Mb/s (case 1), without P4 and congestion

of 400 Mb/s (case 2), and with P4 (case 3).
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In the future, we will utilize and extend the FlyNet
platform to conduct new drone-based research—
supporting new use cases like utilizing a network of
drones for emergency management, using a network
of edge computing systems to perform drone compu-
tations, and executing machine learning algorithms
with varying computational requirements across the
latency spectrum.

We also plan to harden, test, and expand its capa-
bilities to make them available as part of the overall
cyberinfrastructure ecosystem. This will allow scien-
tists, engineers, and emergency managers to leverage
FlyNet’s capabilities for their work.
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Labeling “Things”
Joanna F. DeFranco  and Phil Laplante , The Pennsylvania State University

Internet of Things (IoT) devices are in our homes. Many, unbeknownst to us, intrude on our 
privacy. Labeling IoT products to inform consumers, offering understandable and relevant 
information about the ”things,” is discussed.

Labels are everywhere. There are labels on 
supplement bottles to report percentages of 
the vitamins provided. Price stickers on cars 

show their features (for example, leather seats, Wi-Fi, 
high-end audio system, and so on). Most processed 
foods have labels for concerns such as sodium, calo-
ries, fat, country of origin, and so on. For the most part, 
for everyday items, there are labels, and they are usu-
ally easy to understand—in fact, government regula-
tions standardize the content and look at these labels 
to make them so.

But “things,” which are the main ingredient of the 
Internet of Things (IoT), might not be so well under-
stood. The IoT is not necessarily an everyday item 
for everyone. In the IoT, ”things” could be a software 
system, sensor, Wi-Fi connection, device, laptop, and 
so on.

So therein lies the challenge and also the opportu-
nity. Can we label IoT “things” in the same manner as 
we label everyday consumer products such that, for 
example, a system integrator of “things” knows a priori 
something about what the composite system will do 
(from a behavioral perspective)?

It is likely that the answer is yes, but only if we 
can determine the standard measures that offer 

understandable and relevant information about 
“things.” So, let’s jump in and discuss this issue.

Consumer spending on IoT devices is on an upward 
trend and will reach US$1 trillion if it hasn’t already. 
However, IoT market success should be celebrated 
cautiously as the security and privacy implications of 
bringing these trendy smart devices into your home 
are not insignificant.

Consumers should consider that market competi-
tion in this space sometimes causes more focus on 
product functionality and could shortcut the extremely 
important nonfunctional requirements: security and 
privacy. In addition, using some of these products in 
your home implies giving up your privacy—which, sur-
prisingly, is not an enormous concern to many.

This article will focus on privacy specifically. 
Although security and privacy go hand in hand, we 
focused on security in a previous column and high-
lighted the agility of hackers. With new IoT devices, 
bad actors find vulnerabilities and quickly determine 
how to monetize them.1 To easily differentiate these 
two concepts, a security vulnerability can be the 
situation some Ring camera owners experienced 
by using hacked passwords for their networks and 
devices (that is, hackers watching and talking to them 
through their cameras). Other times a privacy breach 
is an unintended feature of an IoT device because of 
video capture.

It is unfortunate that the average consumer 
isn’t thinking about privacy as much as product 
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functionality or isn’t considering the privacy and secu-
rity of the device he or she just purchased and placed 
in the home. Smart devices and the IoT introduce 
privacy vulnerabilities that did not exist in the past, 
and, more importantly, these vulnerabilities are 
exploitable by a much larger pool of threat actors. In 
the past, telephones might be wiretapped or, in rare 
cases, on-hook audio (obtaining audio from a landline 
phone even when it is not active) exploited, but these 
activities would have required a court order or signifi-
cant skills and physical access. People who thought 
they might be spied on from another country through 
their vacuum cleaner or television would have been 
considered crazy then, but today they are just exercis-
ing appropriate caution.

Awareness needs to be heightened as this kind 
of violation is worse than a scheme to steal credit 
card or social security numbers. This is like a home 
invasion. If your location, pictures of your personal 
possessions, the layout of your home, and so on 
are all stolen, you can’t change them as easily as a 
credit card number. Consumer awareness starts 
with education and sometimes legislation and laws. 
The awareness began with The Privacy Act of 1974, 
which was written to protect personally identifiable 
information (PII) collected by federal agencies. Pri-
vacy policies are now required to be included with 
products that collect PII. The policy specifies what 
information is collected and what will be done with it. 
However, how many privacy policies have you read? 
Is it understood that the policy doesn’t mean you are 
protected? These policies are only a way for organiza-
tions to explain what they are doing with your infor-
mation. Here are excerpts from a popular pet nanny 
camera (product name replaced with X):

”When you set up the X Camera, we collect any 

audio, video or pictures you create, upload, 

save or share through our Services (the 

‘Content’). We process Content data accord-

ing to your configurations and settings. We 

may also collect video and audit information 

of individuals when they pass in front of the 

camera or speak when the X Camera is on.”…

“We collect your geolocation data 

when you use our Services.“

Those two things together are enough to get your 
house robbed. This statement could be refuted with 
the security measures to protect your data; however, 
your personal video isn’t guaranteed security on 
that company’s servers. Even if the company takes 
measures to keep it safe on their server, most of the 
time, third parties are the main security issue (that is, 
where your data are being sent for evaluation). In other 
words, the third party should be considered a weak 
link in the security chain.1 Another argument might be 
that companies anonymize your data. Still, even if the 
anonymity is assured, predictive models have a high 
probability of revealing PII—therefore, anonymization 
is almost impossible.2

Another argument could be “the video in my home 
is of no value to a hacker.” Consumers may not real-
ize the value of these data. The value increases with 
companies wishing to improve their machine learning 
(ML) artificial intelligence (AI) algorithms. Much of the 
AI technology in our homes uses ML (algorithms that 
assess data to train the AI device). In other words, the 
device learns from consumers consenting to monitor-
ing and data capturing by these these devices—inside 
their homes.

Because of the cost, many companies also use 
the AI-as-a-service model so organizations can test 
ML continuously on the cloud.3 What may not be real-
ized is that part of the process involves humans to 
annotate (for example, categorize/label/contextual-
ize) certain types of data. For US$20 an hour, humans 
are sometimes paid to annotate pictures and videos 
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for ML purposes. These humans could be located 
anywhere in the world, and so can the ML algorithms. 
For example, the technology iRobot Roomba J7 
images were sent to a third party that further sends 
the images to contracted workers to categorize the 
photos/video to train AI systems.4 Some of these 
images were “compromising,” of people and children 
inside homes. Some of these private photos ended 
up on social media. Note: The IRobot devices were 
“labeled,” the homeowners agreed to let the Roombas 
monitor them (for the purpose of AI ML), and the paid 
contractors also signed agreements to remove sensi-
tive photos and video—or maybe you opted in from a 
privacy statement.

Here’s a scarier scenario. Any vacuuming robot or 
similar autonomous device, can, at your command, 
map each floor of your home and the placement of 
furniture. But it could just as easily identify other 
possessions, whether you have pets, estimate the 
number of inhabitants, create a schedule of comings 
and goings, and so on. In essence, the robot is con-
ducting an ethnographic observation of your life in 
the home. At a minimum, this information can be used 
for marketing purposes, unwanted solicitations, and 
brushing scams (where sellers create fake accounts 
and order their own products to an address) or more 
nefariously to plan for home invasions, robberies, 
blackmail, and more.

LABELS
The United States has recognized the privacy issues 
concerning consumer-facing devices. An executive 
order was issued on 12 May 2021 on “Improving the 
Nation’s Cybersecurity,” addressing securing soft-
ware development environments (https://www 
.federalregister.gov/documents/2021/05/17/2021 
-10460/improving-the-nations-cybersecurity). Part 
of the order outlines that the National Institute of 
Standards and Technology (NIST) will initiate pilot 
programs, informed by existing consumer prod-
uct labeling programs, in an effort to educate con-
sumers on the security capabilities of IoT devices 
and software development practices. The task 
includes incentivizing manufacturers to partici-
pate. In addition, together with the Federal Trade 
Commission, NIST is identifying IoT cybersecurity 
criteria for a consumer labeling program as well as 

secure software development practices or criteria 
for a consumer software labeling program. Subse-
quently, there is also forthcoming legislation, called 
the “Informing Consumers About Smart Devices 
Act,” which will require manufacturers to let con-
sumers know if there is a microphone or camera in 
an Internet-connected product.

Labeling isn’t a new concept. Voas (2000) pro-
posed software warranties or certifications to 
address software quality due to the differing types 
of software and target environments.5 He suggested 
a framework for a certification to address the soft-
ware assurance and integrity needs of the organiza-
tion as well as a way to highlight the peculiarities of 
that software type. In 2021, Laplante recommended 
software labels to offer a consistent and coordinated 
way to assess the level of risk in software to decide 
if it needs to be labeled, like a food, drug, or hazard-
ous material. It was further suggested that a label 
could expose important properties of the software 
to review its safety, security, privacy, and reliability.6 
For example, information should be available to the 
developers when reusing software components, 
such as something similar to a food ingredient 
label: amount of reused (modified and unmodified) 
code, amount of new code (handwritten and auto-
generated by tools), amount of open source code 
(and type of license), software complexity, testing 
methodology, and so on. Additionally, the software 
could be labeled for carbon (power) consumption—
perhaps a simple green–yellow–orange–red system 
for excessive power consumption in typical or excep-
tional operation profiles.

NIST has provided a white paper in response to 
the executive order, called “Recommended Criteria 
for Cybersecurity Labeling for Consumer Internet 
of Things (IoT) Products” (https://nvlpubs.nist.gov 
/nistpubs/CSWP/NIST.CSWP.02042022-2.pdf). This 
work discussed a binary label, indicating if a product 
has met a baseline security standard. The label could 
be in the form of a uniform resource locator or a scan-
nable (QR) code that would lead the consumer to addi-
tional information, such as (summarized)

	› intent and scope: to address potential 
misinterpretations

	› product criteria: cybersecurity properties 
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included in the baseline and how the criteria 
address, for example, security risks

	› a glossary of technical terms written in simple 
English

	› conformity assessment: evaluation of cyberse-
curity properties

	› declaration of conformity: referring to the 
baseline criteria, including the date of the last 
label

	› scope: the kinds of products eligible for the label 
and information to identify labeled products

	› changing applicability: the current state of this 
product’s labeling as new cybersecurity threats 
and vulnerabilities emerge

	› security considerations and implications for 
end-of-life IoT products

	› expectations for consumers: consumer respon-
sibility in securing software and how their 
actions (or inactions) can impact the software’s 
cybersecurity

	› contact information for the labeling program.

The European Union’s new Cyber Resilience Act 
will require manufacturers to provide consumer infor-
mation on the security features of devices and how to 
securely configure them.7 Similarly, the Cyber Security 
Agency of Singapore (CSA) launched the Cybersecu-
rity Labelling Scheme for consumer smart devices 
(https://www.csa.gov.sg/Programmes/certification 
-and-labelling-schemes/cybersecurity-labelling 
-scheme/about-cls). Finland and Germany have signed 
an agreement indicating they recognize the label 
issued by the CSA.

Labeling provides awareness and education not 
only to consumers, but to the developers creat-

ing these devices. This entire effort could start small 
with popular devices, such as electronic doorbells 
and home security cameras, to include multiple 
risk levels.

The bottom line is that IoT device buyers need to 
be aware of the risk involved in utilizing these devices 
in their homes, and developers need a reminder of 
what is important to include in these products. In addi-
tion to labeling, improving the process of data capture 
and analysis should be addressed: How can human 
involvement be made more efficient and safer? 
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Web users want to protect their privacy while sharing content online. This can be done
through automated privacy assistants that are capable of taking actions by detecting
privacy violations and recommending privacy settings for content that the user intends
to share. While these approaches are promising in terms of the accuracy of their privacy
decisions, they lack the ability to explain to the end user why certain decisions are being
made. In this work, we study how privacy assistants can be enhanced through
explanations generated in the context of privacy decisions for the user content. We
outline a methodology to create explanations of privacy decisions, discuss core
challenges, and show example explanations that are generated by our approach.

M illions of pictures and videos are being shared
on social media platforms every day. Our per-
sonal data as well as the private content that

we create circulate on the Web in ways we haven’t
imagined before. More and more, cloud services are the
go-to locations for storing data, computing, and sharing
content. While these services have a lot of benefits for
end users, theymay usemany other third-party services
to deliver value, and this may pose unprecedented pri-
vacy challenges.

The main method for handling privacy with these
services is through consent, where the service pro-
vides information on how it will make use of the con-
tent, including the purpose and further processing that
will be involved and the user of the service is asked
to accept the conditions. The informed consent is
aimed to detect whether personal data has been
leaked or used against the person’s will. Current mod-
els and implementations of consent prove cumber-
some for users. The General Data Privacy Regulation
(GDPR)1 governs privacy and consent in Europe and is

influencing other jurisdictions. GDPR requires services
to provide explanations, but those explanations are
usually long texts. The users are not always clear if
their declining to give consent will result in what parts
of the service not being available. The services a user
engages are numerous and include social media work-
ing with documents on the cloud. Thus, many users
lack the capacity to even read the text to which they
are giving consent.2

Privacy assistants can work with humans to help
them with tasks related to managing their privacy.3,4

As users share content, it is necessary to think for
whom the content is meant and how to configure its
privacy settings.5 An important category of such con-
tent is images. Recent work helps users categorize
whether a given image is private or not.6 This could be
useful to help users avoid unintended sharing of pri-
vate images on social networking sites. Privacy is per-
sonal and subjective: What one person identifies as
private might be different from that of another. Thus,
an assistant ought to provide personalized answers as
to whether an image is private or not.7,8 For these pri-
vacy assistants to be adopted by end users, they need
to be trusted. One important path to induce such trust
is through explanations.9 We address a novel problem
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concerning explanations and privacy: How can a pri-
vacy assistant explain why it identifies a certain piece
of content as private or public?

EXPLANATIONS FOR PRIVACY
Explainable artificial intelligence offers methods that
can help humans understand how algorithms work.
Most of these methods are targeted to explain how a
machine learning algorithm makes a classification.
When the classification pertains to an image, visual
explanations are useful. An example of a visual expla-
nation would be highlighting the most relevant region
in the image (e.g., highlighting a child in an image as to
show that there is one). Saliency maps and attention
maps are important tools for such explanations.10 How-
ever, these techniques are not immediately applicable
to explaining privacy decisions. Specifically, an image is
not categorized private or public because of a single
segment. For example, an image of a child at home
with her parents might be categorized as private, while
an image of the same child participating in a school
performance on stage might be categorized as public.
Hence, identifying and highlighting the child in the
image will not adequately explain why this image is pri-
vate or public.

Another class of explanation techniques works on
binary classification and considers what features of the
input have been influential on the decision.11 Thus, they
provide a handle to interpret the decision. For example,
these methods could say which features had an effect
on classifying an image as private and what the strength
of these features were. If the features are derived from
images automatically, the features might not always
translate to concepts that users would understand. Such
knowledge may help algorithm developers but is not
meaningful for end users. An alternative would be to use
image tags for classification. While the tags themselves
are understandable for the end user, the number of tags
makes it difficult to generate succinct explanations.

METHODOLOGY FOR
EXPLAINING PRIVACY

We propose to use the concept of topics as a way to
capture explanations. We envision that each image
belongs to multiple topics with different strengths,
where the interplay between the topics leads to under-
standing why the image is private. For end users, the
explanation needs to be either visual or short text and
should touch on the most important aspects, rather
than giving a comprehensive analysis of features. An
explanation as to why an image is private or public will
be described through a carefully selected subset of

topics that the image belongs to. In order to realize
such explanations, we need to understand how we can
associate images with topics and how we can decide
on which topics to use for explanation.

Our proposed methodology has the following steps:

1) Start with a set of images already labeled as
public or private. This could be the set of
images that the user herself previously made a
decision to share or not to share online.

2) Assign tags (i.e., keywords) for each image to
describe its content. These tags could be pro-
vided by the users or can be generated auto-
matically with a tool, such as Clarifai.12

3) Perform topic modeling. Each topic should per-
tain to images that could be described with
similar tags. At the same time, each topic
should be different from each other. Topic
modeling is a technique that discovers latent
topics within a collection of textual information,
in this case, tags associated with images. As a
result, each image is associated with one or
more topics.

4) Create topic descriptions. Topics are intuitively
meaningful and interpretable for humans. In order
to improve the understanding for the user, it is use-
ful to name the topics, for example, Nature, Child,
and Fashion. This can be done manually as well
as automatically. Different automated approaches
can be applied such as identifying the most similar
word to the tags as the topic name, where similar-
ity can be computed by using the word embed-
dings of the tags or by using an ontology such as
WordNet.13

5) Machine learning classification. Using the gener-
ated set of topics as features, it is necessary to
train an interpretable machine learning model to
perform binary classification on the images. Given
a new image that is associated with topics, the
classifier will assess whether it is private or public.

6) Evaluate the effect of each topic on the classifi-
cation and determine which topics will be used
for explanation. This can be done by different
heuristics; for example, by identifying a largely
influential single topic or multiple topics that
make smaller contributions as well as identify-
ing topics that have opposing classifications.

7) Create textual and visual explanation templates
based on the interplay between topics. If only a
single topic is influential, it is enough to men-
tion that topic. If, on the other hand, opposing
topics are present, the text should express their
relation to each other.
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go-to locations for storing data, computing, and sharing
content. While these services have a lot of benefits for
end users, theymay usemany other third-party services
to deliver value, and this may pose unprecedented pri-
vacy challenges.

The main method for handling privacy with these
services is through consent, where the service pro-
vides information on how it will make use of the con-
tent, including the purpose and further processing that
will be involved and the user of the service is asked
to accept the conditions. The informed consent is
aimed to detect whether personal data has been
leaked or used against the person’s will. Current mod-
els and implementations of consent prove cumber-
some for users. The General Data Privacy Regulation
(GDPR)1 governs privacy and consent in Europe and is

influencing other jurisdictions. GDPR requires services
to provide explanations, but those explanations are
usually long texts. The users are not always clear if
their declining to give consent will result in what parts
of the service not being available. The services a user
engages are numerous and include social media work-
ing with documents on the cloud. Thus, many users
lack the capacity to even read the text to which they
are giving consent.2

Privacy assistants can work with humans to help
them with tasks related to managing their privacy.3,4

As users share content, it is necessary to think for
whom the content is meant and how to configure its
privacy settings.5 An important category of such con-
tent is images. Recent work helps users categorize
whether a given image is private or not.6 This could be
useful to help users avoid unintended sharing of pri-
vate images on social networking sites. Privacy is per-
sonal and subjective: What one person identifies as
private might be different from that of another. Thus,
an assistant ought to provide personalized answers as
to whether an image is private or not.7,8 For these pri-
vacy assistants to be adopted by end users, they need
to be trusted. One important path to induce such trust
is through explanations.9 We address a novel problem
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Generating Topics
For Step 1, we use a balanced subset of the publicly
available PicAlert dataset14, which is widely used for
the privacy prediction for images.7,15 PicAlert contains
Flickr images that are labeled as private or public by
annotators. We consider an image as private if at least
one annotator has annotated it as private and public
only if all the annotators have annotated it as public.
The balanced subset we work with contains 32,000
samples, comprising 27,000 training images and 5000
test images. For Step 2, we use Clarifai application pro-
gramming interface12 to automatically generate 20 dif-
ferent tags for each image. For Step 3, we explore 20
different latent topics using Non-negative matrix fac-
torization16 as the topic modeling technique and name
the topics based on the dominant keywords (Step 4).

To evaluate the representation of the images with
the topics extracted using non-negative matrix factori-
zation (NMF), we train a random forest classifier where
the images are represented as term frequency-inverse
document frequency (TF-IDF) vectors of these topics
(Step 5). We study the precision, recall, and F1 score of
the classifier for the private and public class sepa-
rately. This is important because in many settings the
cost of misclassifying a private image might be higher
than that of misclassifying a public image.8 We observe
that the scores for both classes are similar. For the pri-
vate and public class, the classifier obtains a precision
of 87% and 89%, recall of 90% and 87%, and F1 score of
89% and 88%, respectively. Overall, the accuracy of the
classifier on the test set is 88%, indicating that the
NMF-extracted topics are effective for privacy predic-
tion. This performance matches that of state-of-the-art
approaches for image privacy prediction6,8 and thus
can be used to generate the explanations.

Generating Explanations From Topics
Even though now we have access to the topics associ-
ated with each image and that they are successful in
classifying the images, generating explanations from
this is still challenging. First, many topics are associated
with each image; thus, listing all relevant topics is mean-
ingless. Second, the topics that are mostly associated
with the image do not have a clear prediction. Some
topics such as People are associated more frequently
with the private class, whereas others like Nature are
associated more frequently with the public class. Note
that although some topics are associated more fre-
quently with one class, the topics do not have an
explicit class to which they belong. Therefore, the topic
itself does not directly signal a certain class, and as
such it is not straightforward to generate an explanation

for the decision by simply looking at its class. For exam-
ple, the Performance topic was associated with 35% of
the private images as well as 30% of the public images
and the Competition topic was associated with 37% of
the private images as well as 25% of the public images.
Thus, we need to consider to what extent a topic is
related to the image as well as how the different topics
come together in an image to explain privacy.

The TreeExplainer17 model provides the contribu-
tions of each feature in terms of Shapley values, which
affect the model output of tree-based algorithms. A
feature with a positive Shapley value denotes that the
existence of that feature was influential in the predic-
tion and vice versa for the negative value. For us, each
feature corresponds to a topic. We obtained these
topic-value pairs from the TreeExplainer. We remove
the topics that are not relevant for the image based on
its TF-IDF value as well as filter out the topics with val-
ues smaller than a threshold (Step 6). The explanations
differ on how the remaining topics are related to each
other as follows:

Single: It could be that a single topic defines the
classification or

Multiple: that multiple topics make small contribu-
tions to classification or

Combination: combinations of various topics describe
the classification.

For each type, we formulate a short text template
and a visual that lists topics and tags that were impor-
tant for the classification (Step 7).

EXAMPLE EXPLANATIONS
We consider two explanation templates that differ on
how the topics relate to each other. The first template
pertains to a case where the image has a number of
topics, such that none of the topics by themselves
would necessarily derive that the image would be of a
given target class. However, the existence of multiple
topics supports that the image should be of a particu-
lar target class. Figure 1 shows an example image that
has been identified as private and the explanation gen-
erated by our algorithm. Three topics that are relevant
to the image are provided with the tags that are impor-
tant for the classification.

All three topics together strengthen the decision.
An image could (and usually does) have many topics
associated with it. However, to keep the explanations
simple, we select only those topics that contribute the
most to the decision. At the same time, it could be pos-
sible that the lack of certain topics would affect the
underlying decision. For example, the fact that the
image is not related to the topic Outside might have
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been important in the classification. However, we do
not include absent topics as part of the explanation.

The second template pertains to a case where the
topics associated with an image do not always agree
on whether the image should be private or public. In
such situations, the explanation should indicate such
opposing evidence as well as how and if it was
resolved. One can naively expect that if the image is
associated strongly with at least one private topic,
then the privacy label of the image would also be pri-
vate. However, interestingly private concepts when
integrated into public space can yield images that are
public.

Figure 2 shows an example image that has been
identified as public and the generated explanation.
Even though the topic People pushes this image to be
classified as private, the fact that it is situated in the
Art topic makes it public. By observing that the influ-
ence of the Art topic is larger than that of People, the
algorithm can generate the explanation on the right
side of Figure 2. Note that the explanation template

now is different than that of Figure 1 and reflects that
there were opposing topics involved. These examples
demonstrate how the interaction between various
topics affect the outcome of the classification and
thus the explanation that needs to be generated.

DIRECTIONS
The methodology that we propose generates explana-
tions for end users to understand why a given image
would be classified as private or public. It is based on
exploring hidden topics using topic modeling from
descriptive tags of images. It captures explanation
templates that are based on the relationship between
images and their associated topics and generates
explanations automatically. An important direction is
to design other explanation templates based on the
interplay between topics that push the classification to
private or public. Currently, we do not differentiate
between topic characteristics; however, some topics,
such as Nature or Room, pertain to the location con-
text, whereas some topics, such as Competition or

FIGURE 1. Example image classified as private and the generated explanation.

FIGURE 2. Example image classified as public and visual explanation that shows the topics and relevant tags.
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For Step 1, we use a balanced subset of the publicly
available PicAlert dataset14, which is widely used for
the privacy prediction for images.7,15 PicAlert contains
Flickr images that are labeled as private or public by
annotators. We consider an image as private if at least
one annotator has annotated it as private and public
only if all the annotators have annotated it as public.
The balanced subset we work with contains 32,000
samples, comprising 27,000 training images and 5000
test images. For Step 2, we use Clarifai application pro-
gramming interface12 to automatically generate 20 dif-
ferent tags for each image. For Step 3, we explore 20
different latent topics using Non-negative matrix fac-
torization16 as the topic modeling technique and name
the topics based on the dominant keywords (Step 4).

To evaluate the representation of the images with
the topics extracted using non-negative matrix factori-
zation (NMF), we train a random forest classifier where
the images are represented as term frequency-inverse
document frequency (TF-IDF) vectors of these topics
(Step 5). We study the precision, recall, and F1 score of
the classifier for the private and public class sepa-
rately. This is important because in many settings the
cost of misclassifying a private image might be higher
than that of misclassifying a public image.8 We observe
that the scores for both classes are similar. For the pri-
vate and public class, the classifier obtains a precision
of 87% and 89%, recall of 90% and 87%, and F1 score of
89% and 88%, respectively. Overall, the accuracy of the
classifier on the test set is 88%, indicating that the
NMF-extracted topics are effective for privacy predic-
tion. This performance matches that of state-of-the-art
approaches for image privacy prediction6,8 and thus
can be used to generate the explanations.

Generating Explanations From Topics
Even though now we have access to the topics associ-
ated with each image and that they are successful in
classifying the images, generating explanations from
this is still challenging. First, many topics are associated
with each image; thus, listing all relevant topics is mean-
ingless. Second, the topics that are mostly associated
with the image do not have a clear prediction. Some
topics such as People are associated more frequently
with the private class, whereas others like Nature are
associated more frequently with the public class. Note
that although some topics are associated more fre-
quently with one class, the topics do not have an
explicit class to which they belong. Therefore, the topic
itself does not directly signal a certain class, and as
such it is not straightforward to generate an explanation

for the decision by simply looking at its class. For exam-
ple, the Performance topic was associated with 35% of
the private images as well as 30% of the public images
and the Competition topic was associated with 37% of
the private images as well as 25% of the public images.
Thus, we need to consider to what extent a topic is
related to the image as well as how the different topics
come together in an image to explain privacy.

The TreeExplainer17 model provides the contribu-
tions of each feature in terms of Shapley values, which
affect the model output of tree-based algorithms. A
feature with a positive Shapley value denotes that the
existence of that feature was influential in the predic-
tion and vice versa for the negative value. For us, each
feature corresponds to a topic. We obtained these
topic-value pairs from the TreeExplainer. We remove
the topics that are not relevant for the image based on
its TF-IDF value as well as filter out the topics with val-
ues smaller than a threshold (Step 6). The explanations
differ on how the remaining topics are related to each
other as follows:

Single: It could be that a single topic defines the
classification or

Multiple: that multiple topics make small contribu-
tions to classification or

Combination: combinations of various topics describe
the classification.

For each type, we formulate a short text template
and a visual that lists topics and tags that were impor-
tant for the classification (Step 7).

EXAMPLE EXPLANATIONS
We consider two explanation templates that differ on
how the topics relate to each other. The first template
pertains to a case where the image has a number of
topics, such that none of the topics by themselves
would necessarily derive that the image would be of a
given target class. However, the existence of multiple
topics supports that the image should be of a particu-
lar target class. Figure 1 shows an example image that
has been identified as private and the explanation gen-
erated by our algorithm. Three topics that are relevant
to the image are provided with the tags that are impor-
tant for the classification.

All three topics together strengthen the decision.
An image could (and usually does) have many topics
associated with it. However, to keep the explanations
simple, we select only those topics that contribute the
most to the decision. At the same time, it could be pos-
sible that the lack of certain topics would affect the
underlying decision. For example, the fact that the
image is not related to the topic Outside might have
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Performance denote public spaces. Capturing the
semantics of these topics could lead to more detailed
and better structured explanations of privacy. Our pre-
vious work focused on uncertainty and confidence of
predictions,8 and in this work, we explain model predic-
tions. These two directions for enhancing privacy deci-
sions are complementary and combining them may
help the user assess the explanations better. An impor-
tant direction for future work is to be able to get feed-
back from end users and update the explanations.
With a user study, we plan to understand if the gener-
ated explanations make sense to people and if the par-
ticipants find the explanations useful. This would bring
us closer to understand what other aspects need to go
into explanations to make them viable for end users.
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vious work focused on uncertainty and confidence of
predictions,8 and in this work, we explain model predic-
tions. These two directions for enhancing privacy deci-
sions are complementary and combining them may
help the user assess the explanations better. An impor-
tant direction for future work is to be able to get feed-
back from end users and update the explanations.
With a user study, we plan to understand if the gener-
ated explanations make sense to people and if the par-
ticipants find the explanations useful. This would bring
us closer to understand what other aspects need to go
into explanations to make them viable for end users.
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How to “Sell” Ethics (Using AI):  
An Interview With  
Alexander Serebrenik
Tim Menzies

“Most organizations are tone deaf when 
it comes to ethics,” says Prof. Alexan-
der Serebrenik (Figure 1) of the Eind-

hoven University of Technology (https://tue.academia 
.edu/AlexanderSerebrenik). “I’ve been trying to talk 
discrimination, diversity, and inclusion with them for 
years, and frankly, I’ve given up”

Instead, he suggests, it is better to talk about 
productivity and how “community smells” can lead to 
bad “code smells” (a “code smell” is a characteristic in 
the source code that possibly indicates a deeper prob-
lem1). “At least where I work,” says Dr. Serebrenik, “we 
live in a neoliberal society where everything is about 
money. So, to make them behave morally, I have to 
make an economic argument.”

“It’s software engineering [SE] 101,” he says. “Jim 
Herbsleb has been telling us for decades2 (and he is 
right when he says it) that when development teams 
are not communicating effectively, then the software 
quality suffers. Organizations shoot themselves in the 
foot when they discriminate against certain develop-
ers because of their age3 or race or gender identity4 or 
other diversity issues.”

He argues that watching for discrimination and 
exclusion should be everyone’s job. “Developers can 
observe more detailed behavior than managers. Luck-
ily, many developers have a professional pride in their 
work and truly care about the quality of their code. 
They know that developers can screw up code if they 
do not talk to each other.”

And managers have a special role to play. “It should 
be management 101—but it often isn’t—managers 
should be aware of the interplay between their devel-
opers and how those interactions can damage the 
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code.” To help in that task, Dr. Serebrenik is part of a 
large international team that has shown how “commu-
nity smells” can cause “code smells.” That team argues 
convincingly that managers should watch out for com-
munity smells such as

	› Organizational silo: siloed areas of the developer 
community that do not communicate, except 
through one or two of their respective members

	› Lone wolf: unsanctioned or defiant contributors 
who carry out their work irrespective or regard-
less of their peers, their decisions, and their 
communications

	› Radio silence: an instance of the “unique bound-
ary spanner” problem from social networks 
analysis: one member interposes themselves 
into every formal interaction across two or more 
subcommunities with little or no flexibility to 
introduce other parallel channels

	› Black cloud: information overload due to the 
lack of structured communication or coopera-
tion governance.

These community smells are clearly detrimental to 
code quality. Based on extensive research and some 
large-scale empirical studies, Dr. Serebrenik and col-
leagues have shown that these issues are related to 
many code bad smells (see Figure 2).5,6

Dr. Serebrenik passionately believes that socio-
technical perspectives are central to the continued 
success of SE. “Consider self-admitted technical debt,” 
he says. “How do we make it right for someone to admit 
something is wrong? What makes people admit that 
something is a shortcut solution that should be fixed 
in the future? I find this a fascinating question since, 
I hope, it will let us understand more about how we all 
contribute to productivity and well-being.”

As to the ongoing research implications of this 
work, Dr. Serebrenik says that research into developer 
diversity and inclusion can show how to resolve com-
munity and code smells. But he says we must move 

forward cautiously. In a recent IEEE Software edito-
rial,7 he and his colleagues wrote, “The techniques 
we use run the risk of oversimplification. Race and 
ethnicity are not globally applied uniform concepts, 
so we face a question: how can we collect data about 
race and ethnicity within global software develop-
ment in our attempt to increase the percentage of 
people who are not white and who thus do not have 

FIGURE 1. Prof. Alexander Serebrenik of the Eindhoven Uni-

versity of Technology.
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FIGURE 1. Community bad smells lead to code smells. 

(Source: Palomba et al.6)

SHOULD WE DRESS UP ETHICAL 
ISSUES AS “MERE” ECONOMIC ISSUES 
RELATED TO CODE QUALITY?
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a privileged position?” To address that issue, Dr. Sere-
brenik discusses “inclusive data collection” methods 
that allow people to describe themselves in a more 
open-ended multifaceted manner. (The specific case 
of gender-inclusive data collection is discussed by 
Scheuerman et al.8)

Somewhat nervously, I asked Dr. Serebrenik if it 
was wrong, perhaps even pandering to industry, for 
researchers to dial back their rhetoric on diversity and 
inclusion. Should we dress up ethical issues as “mere” 
economic issues related to code quality?

In reply, he offered a very pragmatic answer, tuned 
by years of work in this field. “It is really an issue about 
what message different audiences are ready to hear,” 
he says. “The cost of poor communication in software 
development has been guesstimated to be US$37 bil-
lion per year. Why not use that fact as a way to make 
organizations improve on how developers interact 
with each other?” And as to other audiences, even a 
cursory glance at his recent publications shows that 
Dr. Serebrenik presents his diversity message, loud 
and clear, for all to hear.

Dr. Serebrenik continues to work zealously and 
rigorously on issues of diversity and inclusion in SE. 
For more on this line of work, including methodological 
interventions that can incentivize changes to develop-
ment teams and SE education, watch for the upcoming 
book Equity, Diversity, and Inclusion in Software Engi-
neering (to appear in late 2023, from Apress Books).

As for Dr. Serebrenik himself, he is very hopeful for 
the future. “I might be overly optimistic on this 

point, but my feeling is that there is much recent dis-
cussion on this issue (diversity and inclusion). I’m dis-
appointed, sure, that it is not going as fast as I would 
like it to go. But looking back at where we were just a 
decade ago, we can say that we are doing much better 
than before.“ 
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Ethics: How Far Have We Come?
Brittany Johnson  and Tim Menzies

A s we navigate into 2025, this column reflects 
on where we stand in addressing these chal-
lenges and what the big picture reveals about 

our collective responsibilities. What have we achieved, 
and what remains uncharted territory?

ETHICS AND LAW
Ethics in software engineering cannot exist in isola-
tion from the broader societal constraints of legal and 
economic systems. These frameworks shape what 
is possible, permissible, and prioritized in software 
engineering (SE) projects. For example, laws govern-
ing data privacy influence how engineers design data-
bases, while economic incentives can drive choices 
that may conflict with ethical practices. As Marc 
Canellas points out, “Engineers must actively partici-
pate in advocating for systemic change to ensure that 
legal and economic systems align with ethical techno-
logical progress.”1

The transition from legal constraints to environ-
mental impacts highlights the interconnected nature 
of ethical responsibilities across SE domains.

POWER ENGINEERING
The ethical implications of energy-intensive systems, 
such as data centers and blockchain technologies, 
demand urgent attention from software engineers. 
Federica Sarro highlights that “AI technologies are sig-
nificant contributors to global energy consumption,” 
and she emphasizes that “software engineers must 
prioritize the design of energy-efficient systems to 
mitigate environmental impacts.”2 SE teams must con-
sider power efficiency as a core nonfunctional require-
ment, balancing performance with environmental 
sustainability.

From resource consumption, it is important 
to reflect on how ethical frameworks shape the 
decision-making processes within SE projects.

CRUTCH OR SUPERPOWER?
Ethical frameworks, if applied without deep under-
standing, risk becoming rote exercises devoid of mean-
ingful impact in SE practice. Engineers must internal-
ize these principles through practice and reflection. 
Otherwise, we risk a “ChatGPT effect,” where wide-
spread usage generates little understanding and per-
vasive errors. As Chakraborty et al. note, “Superficial 
application of ethical guidelines often results in over-
confidence in the outputs of AI systems, masking 
underlying biases and errors.”3 For SE practitioners, 
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this underscores the need to build ethical awareness 
into development workflows, such as during code 
reviews or model validation.

From individual understanding to systemic biases, 
fairness in AI offers another lens for ethical examina-
tion in SE.

BIAS AND FAIRNESS IN AI
Machine learning systems often inherit and amplify 
biases present in training data or design decisions, 
which software engineers must address. For exam-
ple, Galhotra et al. describe methods for fairness test-
ing in software systems, offering tools to detect dis-
crimination and ensure ethical decision-making.4 
Similarly, Themis, a tool introduced by Angell and col-
leagues, “automatically tests software for discrim-
inatory behavior, providing developers with action-
able insights to mitigate bias.”5 These tools highlight 
how SE practices can integrate fairness checks into 
the development pipeline to create more equitable 
systems.

Bias mitigation efforts naturally intersect with 
concerns around privacy, forming another critical axis 
of ethical responsibility in SE.

PRIVACY AND DATA PROTECTION
Ethical dilemmas surrounding user data persist, from 
issues of consent to challenges in anonymization and 
risks of data breaches. For SE practitioners, this means 
designing systems that prioritize user trust and com-
ply with data protection regulations, such as General 
Data Protection Regulation, while maintaining scal-
ability and efficiency.

From safeguarding privacy, we now turn to ensur-
ing accessibility for all users.

ACCESSIBILITY AND INCLUSION
Despite decades of progress, accessibility remains 
underprioritized in many software projects. Ethical 
software engineering must ensure that systems are 
usable by all individuals, including those with disabil-
ities. Johnson and Smith emphasize that “inclusive 
design is not just a technical challenge but an ethical 
mandate to ensure equity in digital spaces.”6 By embed-
ding accessibility into development frameworks—
such as through automated testing tools for Web Con-
tent Accessibility Guidelines compliance—SE teams 

can make inclusivity a default feature rather than an 
afterthought.

Next, we consider the ethical implications of col-
laboration and ownership in SE projects.

INTELLECTUAL PROPERTY AND 
OPEN SOURCE ETHICS

The intersection of collaboration and commercial-
ization in the open source community raises ethical 
questions about ownership, attribution, and fair use. 
Menzies and Johnson highlight that “open source eth-
ics must evolve to balance the interests of individual 

contributors and commercial entities,” ensuring fair 
attribution while fostering innovation.7 For SE teams, 
these issues influence decisions about licensing, con-
tribution policies, and the integration of third-party 
libraries into proprietary software.

Turning from ownership to accountability, we 
explore how SE handles ethical responsibility in auton-
omous systems.

RESPONSIBILITY FOR 
ALGORITHMIC DECISIONS

When software systems make decisions with harm-
ful consequences, who is accountable? This ques-
tion becomes critical as autonomous systems like 
self-driving cars and health care tools grow in preva-
lence. As Angell et al. suggest, “Algorithmic account-
ability frameworks are essential to delineate respon-
sibility and ensure trust in autonomous systems.”5 
For SE practitioners, this involves implement-
ing mechanisms for auditability, traceability, and 
explainability within software, ensuring that stake-
holders understand and can address unintended 
consequences.

Finally, we turn to the broader societal implications 
of software misuse.

THE TRANSITION FROM LEGAL 
CONSTRAINTS TO ENVIRONMENTAL 
IMPACTS HIGHLIGHTS THE 
INTERCONNECTED NATURE OF 
ETHICAL RESPONSIBILITIES ACROSS 
SE DOMAINS.
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SURVEILLANCE AND MISUSE 
OF SOFTWARE

Software that enables mass surveillance or invasive 
data collection poses significant ethical risks. Engi-
neers must grapple with the implications of their 
work, questioning whether the systems they design 
align with societal values. Menzies and Hazard cau-
tion that “unchecked development of surveillance 
technologies can erode public trust and infringe on 
fundamental rights.”8 For SE teams, this calls for 
adopting ethical guidelines that explicitly prohibit the 
misuse of their software, supported by rigorous inter-
nal reviews and public accountability measures.

REFLECTIONS AND  
FUTURE DIRECTIONS

Ethics in software engineering is not a static con-
cept but a continually evolving challenge. As we 
reflect on the spectrum of concerns discussed—
from legal constraints to algorithmic account-
ability—we must also ask: what are we missing? 
Emerging technologies, such as quantum comput-
ing or brain–computer interfaces, bring new ethi-
cal questions to the table. How do we prepare for 
the unforeseen, and what structures do we need 
to ensure ethics remains central to innovation? As 
SE practitioners, our goal must be to embed ethical 
considerations into the fabric of our discipline, driv-
ing progress that is not only technologically impres-
sive but also morally sound. 
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impactful research in high performance computing (HPC) in parallel 
and distributed processing. In an effort to produce a standardized, 
long-lasting impact, IPDPS 2026 is introducing a computational result 
reproducibility appendix, to be appended to accepted papers, and 
aimed at describing the processes used to obtain results. Works 
focusing on emerging technologies, interdisciplinary work spanning 
multiple IPDPS focus areas, and novel open-source artifacts are wel-
come. Topics of interest include but are not limited to the following 
areas: 

• Algorithms
• Architecture
• Applications
•  Machine Learning and Artificial Intelligence (ML/AI)
•  Measurements, Modeling, and Experiments
•  Programming Models, Compilers, and Runtime Systems
•  System Software

To see the full 2026 Call for Papers, visit ipdps.org.

For IPDPS 2026, we are holding all workshops during the first  
two days, and the main conference program will follow on the  
last 3 days.  In addition to technical sessions of submitted paper 
presentations and invited speakers, IPDPS offers a student  
research forum, tutorials, and commercial presentations.   
Make plans to join us in New Orleans!

• Measurements, Modeling,
and Experiments

• Programming Models,
Compilers, and Runtime
Systems

• System Software




