
MAY 2024 www.computer.org

Hardware
Bioinformatics
Security and Privacy
Blockchain



Drive Diversity 
& Inclusion in 
Computing

I E E E  C O M P U T E R  S O C I E T Y  D & I  F U N D

DONATE TODAY!

Supporting projects 
and programs that 
positively impact 

diversity, equity, and 
inclusion throughout 

the computing 
community.



2469-7087/24 © 2024 IEEE	 Published by the IEEE Computer Society	  May 2024� 1

STAFF

Editor
Lucy Holden

Production & Design Artist
Carmen Flores-Garvey

Periodicals Portfolio Senior Managers
Carrie Clark and Kimberly Sperka

Periodicals Operations Project Specialists
Priscilla An and Christine Shaughnessy

Director, Periodicals and Special Projects
Robin Baldwin

Senior Advertising Coordinator
Debbie Sims

Circulation: ComputingEdge (ISSN 2469-7087) is published monthly by the IEEE Computer Society. IEEE Headquarters, Three Park Avenue, 17th 
Floor, New York, NY 10016-5997; IEEE Computer Society Publications Office, 10662 Los Vaqueros Circle, Los Alamitos, CA 90720; voice +1 714 821 8380; 
fax +1 714 821 4010; IEEE Computer Society Headquarters, 2001 L Street NW, Suite 700, Washington, DC 20036.

Postmaster: Send address changes to ComputingEdge-IEEE Membership Processing Dept., 445 Hoes Lane, Piscataway, NJ 08855. Periodicals Postage 
Paid at New York, New York, and at additional mailing offices. Printed in USA.

Editorial: Unless otherwise stated, bylined articles, as well as product and service descriptions, reflect the author’s or firm’s opinion. Inclusion in 
ComputingEdge does not necessarily constitute endorsement by the IEEE or the Computer Society. All submissions are subject to editing for style, 
clarity, and space.

Reuse Rights and Reprint Permissions: Educational or personal use of this material is permitted without fee, provided such use: 1) is not made for 
profit; 2) includes this notice and a full citation to the original work on the first page of the copy; and 3) does not imply IEEE endorsement of any third-
party products or services. Authors and their companies are permitted to post the accepted version of IEEE-copyrighted material on their own Web 
servers without permission, provided that the IEEE copyright notice and a full citation to the original work appear on the first screen of the posted copy. 
An accepted manuscript is a version which has been revised by the author to incorporate review suggestions, but not the published version with copy-
editing, proofreading, and formatting added by IEEE. For more information, please go to: http://www.ieee.org/publications_standards/publications 
/rights/paperversionpolicy.html. Permission to reprint/republish this material for commercial, advertising, or promotional purposes or for creating new 
collective works for resale or redistribution must be obtained from IEEE by writing to the IEEE Intellectual Property Rights Office, 445 Hoes Lane, 
Piscataway, NJ 08854-4141 or pubs-permissions@ieee.org. Copyright © 2024 IEEE. All rights reserved.

Abstracting and Library Use: Abstracting is permitted with credit to the source. Libraries are permitted to photocopy for private use of patrons, 
provided the per-copy fee indicated in the code at the bottom of the first page is paid through the Copyright Clearance Center, 222 Rosewood Drive, 
Danvers, MA 01923.

Unsubscribe: If you no longer wish to receive this ComputingEdge mailing, please email IEEE Computer Society Customer Service at help@
computer.org and type “unsubscribe ComputingEdge” in your subject line.

IEEE prohibits discrimination, harassment, and bullying. For more information, visit www.ieee.org/web/aboutus/whatis/policies/p9-26.html.

IEEE COMPUTER SOCIETY computer.org 

IEEE Computer Society Magazine Editors in Chief

Computer
Jeff Voas, NIST

Computing in Science  
& Engineering
İlkay Altintaş, University  
of California, San Diego 
(Interim EIC)

IEEE Annals of the History  
of Computing
David Hemmendinger,  
Union College (Interim EIC)

IEEE Computer Graphics  
and Applications
André Stork, Fraunhofer IGD 
and TU Darmstadt

IEEE Intelligent Systems
San Murugesan, Western 
Sydney University

IEEE Internet Computing
Weisong Shi, University of 
Delaware

IEEE Micro
Hsien-Hsin Sean Lee,  
Intel Corporation

IEEE MultiMedia
Balakrishnan Prabhakaran, 
University of Texas at Dallas

IEEE Pervasive Computing
Fahim Kawsar, Nokia Bell Labs 
and University of Glasgow

IEEE Security & Privacy
Sean Peisert, Lawrence 
Berkeley National 
Laboratory and University 
of California, Davis

IEEE Software
Sigrid Eldh, Ericsson

IT Professional
Charalampos Z. 
Patrikakis, University of 
West Attica



18
Changing 

Aesthetics in 
Biomolecular 

Graphics

26
The DNA Data 
Storage Model

42
Scams, Frauds, 

and Crimes in the 
Nonfungible  

Token Market

MAY 2024 • VOLUME 10 • NUMBER 5



Subscribe to ComputingEdge for free at 
www.computer.org/computingedge

Hardware

 8	 Scarcity and Global Insecurity:
The Semiconductor Shortage

JEFFREY VOAS, NIR KSHETRI, AND JOANNA F. DEFRANCO

14	 Interview With Ronnie Chatterji, Coordinator for
the Creating Helpful Incentives to Produce 

Semiconductors and Science Act
SHANE GREENSTEIN

Bioinformatics

18	 Changing Aesthetics in Biomolecular Graphics
LAURA A. GARRISON, DAVID S. GOODSELL, AND STEFAN BRUCKNER 

26	 The DNA Data Storage Model
DAVE LANDSMAN AND KARIN STRAUSS

Security and Privacy

35	 Pervasive Healthcare: Privacy and Security in
Data Annotation 

EMMA L. TONKIN AND KRISTINA YORDANOVA 

40	 Privacy in the Era of 5G, IoT, Big Data, and
Machine Learning 

ELISA BERTINO

Blockchain

42	 Scams, Frauds, and Crimes in the Nonfungible
Token Market 

NIR KSHETRI 

48	 Cryptographic–Biometric Self-Sovereign
Personal Identities 

DORON DRUSINSKY

Departments
4	 Magazine Roundup

 7	 Editor’s Note: The Risks and Rewards of Technology Dependencies

65 Conference Calendar



4	  May 2024	 Published by the IEEE Computer Society � 2469-7087/24 © 2024 IEEE

Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

Cui Bono? Software 
Professionals Should Always 
Ask “Who Benefits?”

Computing professionals have 

important responsibilities linked to 

ethics. The authors of this February 

2024 Computer article review key 

codes of ethics for computing pro-

fessionals, delving into the impor-

tant guidance described in each. 

However, they note that by omission 

or commission, computing profes-

sionals do not consistently account 

for the impacts of their work on a 

broad range of stakeholders.

The Intelligence Advanced 
Research Projects Activity 
Advanced Graph Intelligent 
Logical Computing 
Environment Program: 
Reinventing Computing

This July/August 2023 Comput-

ing in Science and Engineering 

article describes the Intelligence 

Advanced Research Projects Activ-

ity’s Advanced Graph Intelligent 

Logical Computing Environment 

program, the first step toward cat-

alyzing a computing revolution by 

pioneering new hardware and soft-

ware co-designs tailored for data 

handling and movement.

 

Literature and Artificial 
Intelligence 

This July–September 2023 IEEE 

Annals of the History of Comput-

ing article gives readers a “literary” 

perspective on the history of artifi-

cial intelligence. On one hand, it is 

a literary-historical retrospective 

of the decades since the Second 

World War, but it also emphasizes 

the basic probabilistic trait of arti-

ficial intelligence, which becomes 

recognizable especially against the 

background of current technologi-

cal developments. The space of lit-

erature is the horizon of possibility 

that accompanies what is real for 

man in early modern times and to 

which his activity is directed.

Rendering the Bluish 
Appearance of Snow: When 
Light Transmission Matters

This article in the January/Febru-

ary 2024 issue of IEEE Computer 

Graphics and Applications exam-

ines the distinct bluish colorations 

observed when light is transmit-

ted through snow, and the authors 

present a method for the predic-

tive rendering of this phenomenon, 

taking into account the variability 

of snow’s physical and morpholog-

ical characteristics. 

Unjustified Sample Sizes 
and Generalizations in 
Explainable Artificial 
Intelligence Research: 
Principles for More Inclusive 
User Studies

The authors of this Novem-

ber/December 2023 IEEE Intel-

ligent Systems article analyzed 

explainable AI (XAI) user stud-

ies (n = 220) published between 

2012 and 2022, to explore the 

suitability of the sample sizes for 

these studies vis-à-vis the con-

clusions. Where there are meth-

odological problems in sample 

sizes, it can impede evaluations 

of whether XAI systems imple-

ment the explainability called for 

in ethical frameworks. The authors 

outline principles for more inclu-

sive XAI user studies. 
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Measuring the Energy of 
Smartphone Communications 
in the Edge-Cloud Continuum: 
Approaches, Challenges, and 
a Case Study 

As computational resources are 

placed at different points in the 

edge-cloud continuum, not only is 

the responsiveness on the client 

side affected, so too is the amount 

of energy spent during communi-

cations. The authors of this Novem-

ber/December 2023 IEEE Internet 

Computing article summarize the 

main approaches used to estimate 

smartphones’ energy consump-

tion and the main difficulties such 

approaches typically encounter. 

A case study illustrates how such 

approaches can be put into practice. 

Addressing the Gap  
Between Training Data 
 and Deployed Environment  
by On-Device Learning 

The accuracy of tiny machine learn-

ing applications is often affected 

by various environmental factors, 

such as noises, location/calibra-

tion of sensors, and time-related 

changes. This November/Decem-

ber 2023 IEEE Micro article intro-

duces a neural network based on-

device learning (ODL) approach 

to address this issue by retrain-

ing in deployed environments. The 

authors’ approach relies on semis-

upervised sequential training of 

multiple neural networks tailored 

for low-end edge devices.

A Novel Learning Dictionary 
for Sparse Coding-Based Key 
Point Detection 

The rotational-invariant diction-

ary in the sparse coding-based 

key point detector (SCK) is man-

ually generated using a time-con-

suming process of selecting a 

good seed dictionary and combin-

ing multiple versions of its rotated 

atoms. In this October–Decem-

ber 2023 IEEE MultiMedia arti-

cle, the authors describe auto-

mating this process using a novel 

duplet autoencoder structure, in 

which the weights between the 

input and the hidden layers are 

designed to embed a rotational-

invariant dictionary. 

Considering Wearable 
Health Tracking Devices and 
Pandemic Preparedness  
for Universities 

The authors of this article, in 

IEEE Pervasive Computing’s 

October–December 2023 issue, 

examine the results of a year-

long in-the-wild study in which  35 

participants at a university wore 

Oura Rings, which are worn on 

the finger and are used to track 

sleep and physical activity. After 

an orientation, the group of study 

participants wore their rings 

with no restrictions or minimum 

wearing requirements. By retro-

actively looking at how partici-

pants used the rings for monitor-

ing their health, the authors were 

able to identify successful strate-

gies and potential problems with 

employing these types of wear-

ables for health monitoring in 

universities.

Shockvertising, Malware, 
and a Lack of Accountability: 
Exploring Consumer 
Risks of Virtual Reality 
Advertisements and 
Marketing Experiences

The authors of this IEEE Secu-

rity & Privacy article, which was 

published in the January/Febru-

ary 2024 issue, provide evidence 

and discuss how many compa-

nies increasingly use virtual real-

ity (VR) for their advertising 

campaigns. This begs the ques-

tion, What risks does VR adver-

tising pose for consumers? The 

authors describe and analyze VR 
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marketing experiences to identify 

risks and discuss opportunities to 

address those and future risks in 

VR advertising.

Software Engineering 
Education for Technical 
Engineering Degrees: A 
Comparison With the Needs 
of Robotics Software 
Engineering Education 

In this November/December 2023 

IEEE Software article, the author 

compares software engineering 

education for traditional computer 

science and software engineering 

degree programs with the needs 

of robotics software engineering, 

concluding that technical engi-

neering degrees need to empha-

size social aspects of software 

engineering, group work, and 

weigh advantages and disadvan-

tages between different solution 

options.

Identifying Networked 
Patterns in Memecoin Twitter 
Accounts Using Exponential 
Random Graph Modeling

This November/December 2023 

IT Professional article investi-

gates the structure of meme-

coin communication on Twitter. 

The authors found that Dogecoin 

and ShibaInu served as informa-

tion dissemination hubs and they 

explored the limitations of these 

relationships, noting that meme-

coins can use Twitter to dissem-

inate information designed to 

increase their profitability. 

Join the IEEE 
Computer 
Society
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Write for the IEEE Computer 
Society’s authoritative 
computing publications 
and conferences.
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Editor’s Note

The Risks and Rewards of 
Technology Dependencies

Embedding more and more 

new technology into our 

society comes with both risks and 

rewards. Our increasing depen-

dency on evolving technology 

boosts the economy, yet also 

makes us vulnerable to supply 

chain and security risks. This issue 

of ComputingEdge explores the 

rewards of technological advances, 

including DNA storage, improved 

biomolecular graphics and proof 

of identity, and data collection. The 

articles also delve into the risks of 

some of these advances, including 

fraud, security and privacy issues, 

and hardware shortage. 

The global semiconductor 

shortage forced governments to 

reconsider access and produc-

tion. IT Professional ’s “Scarcity 

and Global Insecurity: The Semi-

conductor Shortage” explores the 

global implications of the short-

age of semiconductors and indi-

vidual nation state security impli-

cations. In the IEEE Micro article, 

“Interview With Ronnie Chatterji, 

Coordinator for the Creating Help-

ful Incentives to Produce Semi-

conductors and Science Act,” the 

author interviews Ronnie Chat-

terji about the expected impact of 

the CHIPS and Science Act on the 

semiconductor industry.

The biotechnology industry is 

progressing toward exciting new 

frontiers. The authors of “Chang-

ing Aesthetics in Biomolecular 

Graphics,” from IEEE Computer 

Graphics and Applications, dis-

cuss the evolving landscape and 

future of biomolecular imagery. 

Computer’s “The DNA Data Stor-

age Model” outlines the advan-

tages of using DNA storage as an 

archival storage solution.

Although the advancement 

of data collection tools improves 

many important systems, it often 

comes at the expense of personal 

privacy. In the IEEE Pervasive Com-

puting article, “Pervasive Health-

care: Privacy and Security in Data 

Annotation,” the authors acknowl-

edge the privacy risks underly-

ing pervasive healthcare monitor-

ing and identify possible solutions. 

“Privacy in the Era of 5G, IoT, Big 

Data, and Machine Learning,” from 

IEEE Security & Privacy, reveals 

the complications underlying the 

exchange of private personal data 

for better collective security.  

Blockchain technology intro-

duces potential solutions for 

security problems although it 

also poses security risks. Com-

puter article “Scams, Frauds, and 

Crimes in the Nonfungible Token 

Market” presents an investiga-

tion into the rise of cybercrime in 

the nonfungible (NFT) market. In 

“Cryptographic–Biometric Self-

Sovereign Personal Identities,” 

from Computing in Science & 

Engineering, the author proposes 

using self-sovereign identities 

(SSIs), which use blockchain tech-

nology, to help enable private and 

secure proof of identity.  
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DEPARTMENT: CYBERSECURITY

Scarcity and Global Insecurity: The
Semiconductor Shortage
Jeffrey Voas , IEEE Fellow

Nir Kshetri , University of North Carolina, Greensboro, NC, 27599, USA

Joanna F. DeFranco , Penn State Great Valley: School of Graduate Professional Studies, Malvern, PA, 19355,
USA

Scarcity is not considered an “ility” such as
reliability and performance are, however, we
see scarcity’s growing impact on quality of

life, fear, and trust. Nevertheless, scarcity is mea-
surable like reliability and performance. Examples
of scarcity are easy to find such as the recent
Colonial pipeline ransomware attack that created
gasoline hoarding (https://www.cnet.com/news/
colonial-pipeline-ceo-tells-senate-decision-to-pay-
hackers-was-made-quickly/) and in the early days of
Covid-19 which caused toilet paper and cleaning
product stockpiling.1

Scarcity has always been a global concern, particu-
larly when Middle East conflicts caused gasoline
shortages, rationing, and price spikes (https://thea-
popkavoice.com/middle-east-conflict-causing-higher-
fuel-prices/). In the Western U.S. today, the main water
reservoir needed by many states is sinking to its
lowest level on record (https://www.reuters.com/
world/us/hoover-dam-reservoir-hits-record-low-sign-
extreme-western-us-drought-2021-06-10/). Who knows
how this will play out—we may have states suing
other states for their water supply (https://wsabc.ca/
texas-suing-new-mexico-in-water-war/).

In this article, we focus on semiconductors; they
are becoming harder to attain. Semiconductors (also
referred to as chips) are embedded in nearly every-
thing today. Any scarcity of semiconductors has
global implications as well as individual nation state
security implications.2 Here, we explore the story
behind this shortage.

Most industries rely on uninterrupted access to
semiconductors. According to Goldman Sachs, 169
industries in the U.S. use semiconductors in their

products. For example, a typical car uses between
50 and 150 semiconductors (https://www.cnn.com/
2021/04/29/business/chip-shortages-smartphones-
consumer-goods/index.html) and a modern car can
use up to 3,000 (https://www.nytimes.com/2021/04/
23/business/auto-semiconductors-general-motors-
mercedes.html). In addition, globally, semiconductors
are the fourth most traded product after crude oil,
refined oil, and cars (https://www.fierceelectronics.
com/electronics/chip-sales-up-15-as-leaders-focus-
government-subsidies).

In addition to cars, the 2021 semiconductor
shortage has also impacted the production of prod-
ucts such as phones, entertainment consoles, and
TVs (https://interestingengineering.com/what-global-
shortage-of-computer-chips-means-for-you). The cur-
rent shortfall has been especially pronounced in “less-
advanced” chips because the world’s biggest semicon-
ductor producers have focused on “cutting-edge”
chips that offer higher profit-margins.3 Due to the
ubiquitous application of semiconductors, the current
shortage has affected most economic sectors. It
is reported that kitchen appliances such as micro-
waves, refrigerators, and washing machines that are
controlled by less advanced processors are increas-
ingly difficult to find (https://www.zdnet.com/article/
the-global-chip-shortage-is-a-bigger-problem-than-
everyone-realised-and-it-will-go-on-for-longer-too/). It
is predicted that a recovery from this shortage will not
be seen before the second quarter of 2022 (https://
www.gartner.com/en/newsroom/press-releases/2021-
05-12-gartner-says-global-chip-shortage-expected-to-
persist-until-second-quarter-of-2022).

As a result, companies relying on access to semi-
conductors have reduced production capacities and
delayed new product launches. For example, due to
limited supplies of specific chips, Apple predicted a
sales loss of between $3–$4 billion in Q2 2021. (https://
www.siliconrepublic.com/machines/global-chip-short-
age-eu-apple). The shortage has also resulted in car
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manufacturers using their limited supply of chips for
their more profitable models (https://www.wsj.com/
articles/global-chip-shortage-set-to-worsen-for-
car-makers-11619708393). It is estimated that this
shortage of chips will impact 964,000 vehicles in
2021.4 The automobile industry’s lost revenue for 2021
is predicted to reach $61 billion.5

FACTORS
The semiconductor shortage is the result of converg-
ing factors. The demand for microprocessors was
already growing before the COVID-19 pandemic to
support the development of new markets such as 5G,
self-driving vehicles, artificial intelligence, and the
Internet of Things.

During the early weeks of the COVID-19 lockdown,
automobile plants worldwide were forced to shut
down and sales were drastically reduced. Conse-
quently, the automobile industry reduced semicon-
ductor purchases.6 However, the lockdown facilitated
a growth demand of PCs due to the increase of online
education and those working from home, however,
this demand was unfulfilled—keeping PC growth in
the single digits (https://tinyurl.com/5ctef29x). Figure 1
shows the rapid demand increase for microprocessors
used in these products. When the demand for cars
rebounded, automobile manufacturers discovered
that the semiconductor manufacturers had read-
justed their productions to fulfill the orders from those
other industries that experienced a boom during the
pandemic.6

Natural factors and disasters such as weather and
fire worsened the situation. In March 2021, Japan’s
Renesas Semiconductor Manufacturing Co. Ltd. had
fire damage (https://www.wsj.com/articles/global-chip-
shortage-set-to-worsen-for-car-makers-11619708393).
Renesas produces about one-third of microcontroller
chips embedded in cars globally (https://auto.economi-
ctimes.indiatimes.com/news/auto-components/rene-
sas-sees-17-bln-yen-sales-revenue-loss-in-q2-due-to-
fire/82292225). Likewise, Texas-based semiconductor
manufacturing facilities were forced to shut down due
to a cold weather outbreak in February 2021.6

Another limiting factor is that semiconductor pro-
duction requires a lot of water. Taichung Taiwan, a
production hub of the world’s largest semiconductor
company Taiwan Semiconductor Manufacturing Com-
pany (TSMC), experienced a severe drought in 2021
which also worsened the shortage. Companies in
the city were required to reduce water usage by 15%.
TSMC started transporting water using tanker trucks
from other parts of the country. However, each
truck only carries 20 tons of water. TSMC uses about
200,000 tons of water each day (https://asia.nikkei.
com/Business/Tech/Semiconductors/Taiwan-drought-
at-most-critical-phase-for-chip-sector).

The semiconductor shortage in the U.S. and other
countries has been further exacerbated by Chinese
firms stockpiling chips. For instance, China’s inte-
grated circuit (IC) imports in Q1 2021 increased by
more than a third compared to Q1 2020. China’s
increased stockpiling of semiconductors may lead to
further sanctions against Chinese tech companies

FIGURE 1. Worldwide semiconductor revenues in 2019 and 2020 ($, billions). Data source: “Worldwide Semiconductor Revenue

Grew 5.4% in 2020 Despite COVID-19 and Further Growth is Forecast in 2021, According to IDC” February 2, 2021 https://www.

idc.com/getdoc.jsp?containerId¼prUS47424221.
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(https://www.zdnet.com/article/the-global-chip-short-
age-is-a-bigger-problem-than-everyone-realised-and-
it-will-go-on-for-longer-too/). While the Chinese gov-
ernment’s long-term plan has been to expand its indig-
enous semiconductor industry , the country ’s
technology companies have viewed increased chip
import as the better option under current conditions
(https://www.theburnin.com/industry/china-wants-
327b-domestic-semiconductor-sector-2021-02-15/).

GLOBAL PRODUCTION
NETWORKS

Global production networks (GPNs), an economicmodel
that coordinates the interconnection of stakeholders in
a particular industry, are becoming increasingly com-
mon across many industries.7 In the semiconductor
industry, GPNs became more widespread in the late
1980s after the business model among semiconductor
designers moved toward outsourced manufacturing. In
this fabless model (i.e., outsourcing the fabrication of
the chips), a company designs and sells the hardware
and semiconductor chips but relies on chip-making fac-
tories known as foundries tomanufacture the chips.

East Asia has emerged as the epicenter of fabless
manufacturing. TSMC has been credited for pioneer-
ing the “foundry and fabless” model. According to
Trendforce, TSMC and Samsung have foundry market
shares of 55% and 18%, respectively.8 About three-
quarters of the global semiconductor manufacturing
capacity, as well as key suppliers of key materials, are
in Asia (Figure 2).

East Asia’s dominance is even more pronounced
in the manufacturing of advanced semiconductor

devices. Currently, 100% of the world’s highly
advanced logic semiconductor (below ten nano-
meters) manufacturing capacity is in two Asian
economies: Taiwan: 92%, South Korea 8%.10 In 2020,
Samsung and TSMC introduced five-nanometer
chips. They plan to introduce the first three-nano-
meter chips in 2022.11

Dominant manufacturers of semiconductors
such as TSMC and Samsung rely heavily on equip-
ment and machinery supplied by semiconductor
capital equipment vendors (semicap). Among the
top five global semicap companies, three are in the
U.S., and Japan and the Netherlands each have one
(see Figure 3).

It would not be easy to undo existing chip GPNs
and the current fabless model. According to a
study conducted by Boston Consulting Group
(BCG) and Semiconductor Industry Association
(SIA), it would cost $1 trillion in upfront investment
to establish a fully self-sufficient local supply chain
in each region to meet current chip demands. Such
investments would lead to a 35% to 65% increase
in chip prices.12

THEWEST RESPONDS
In addition to semiconductor usage in a wide range of
products, such as household appliances, computers,
phones, and cars, semiconductors are also embedded
in military equipment. As already mentioned, Taiwan is
the key supplier to the world. If Taiwanese foundries
were ever fully shut down, replacing their production
would take three years and a $350 billion investment
in other economies to build back a sufficient

FIGURE 2. Shares of major economies in global semiconductor manufacturing capacity (2020). Data source: Boston Consulting

Group, Semiconductor Industry Association.9
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capacity.12 The economic, military, and national secu-
rity implications of the current reliance on Taiwan are
striking. Finally, East Asia’s exposure to high seismic
activity further increases risk to global supplies
(https://www.semiconductor-digest.com/2021/05/13/
the-chip-shortage-wake-up-call/).

Addressing the semiconductor shortage has
become a priority for policy makers worldwide. How-
ever, a single semiconductor fabrication plant costs
$10–$20 billion to build (https://www.eastasiaforum.
org/2021/02/22/china-chases-semiconductor-self-
sufficiency/). Some form of public support is critical to
accomplish this. One important lesson from Taiwan
and South Korea is that government support played a
key role in the growth of their industry.10

Western economies are formulating similar strate-
gies to those that worked in Asia. The European
Commission developed a 10-year strategy for the
development of its semiconductor industry.13 In April
2021, Intel’s CEO met with two EU commissioners to
develop a strategy to make Europe more competitive
in chip manufacturing (https://www.cnbc.com/2021/
05/07/chip-shortage-is-starting-to-have-major-real-
world-consequences.htm). The EU has also shown
determination to reduce its dependence on the U.S.
and Asia. The goal is to manufacture one-fifth of the
world’s semiconductors by 2030.13 The EU is planning
to spend more than $150 billion to develop advanced
technologies including chips and artificial intelligence
(https://www.wsj.com/articles/eu-seeks-to-double-

share-of-world-chip-market-by-2030-in-digital-
sovereignty-drive-11615305395).

The U.S. government has realized that the global
semiconductor shortage has significant national secu-
rity implications.14 The U.S. is taking legislative and
policy measures for strengthening domestic semicon-
ductor manufacturing. In February 2021, an executive
order was signed, which involves assessing potential
risks in semiconductor supply chains. A bill known
as the Creating Helpful Incentives to Produce Semi-
conductors for America Act (CHIPS Act) (H.R.7178),
introduced in 2020, aims to provide incentives to
enable advanced R&D in the semiconductor industry
and securer supply chains (https://www.congress.gov/
bill/116th-congress/house-bill/7178).

The U.S. government has also taken measures to
support domestic manufacturing of semiconductors
through subsidies and other incentives. For instance,
$50 billion has been designated for semiconductor
manufacturing and research as part of the President
Biden’s expansive infrastructure proposal.

U.S. and foreign semiconductor manufacturers
have been responding to the favorable policy envi-
ronment. In February 2021, the U.S. firm Intel
announced a plan to spend $20 billion to build two
chip factories. This is likely to reduce the current
reliance on foreign semiconductor foundries such as
TSMC and Samsung.9

Major foreign semiconductor manufacturers are
also entering the U.S. market. In 2020, TSMC anno-
unced a plan to spend $12 billion to build a semicon-
ductor plant in Arizona, which is expected to be
completed in 2024. Samsung was reported to be con-
sidering Texas and Arizona for a new logic-chip facility;
this facility would likely be the most advanced in this
category in the U.S. Both companies are planning to
take advantage of government subsidies to help cover
the costs of setting up these fabrication plants in the
U.S.8 Critics, however, argue that the planned $50 bil-
lion investment in the U.S. semiconductor industry
over multiple years is not sufficient given that TSMC
alone is planning to spend $100 billion over the next
three years (https://www.marketplace.org/2021/04/21/
shortage-of-semiconductors-is-a-security-risk-and-
what-the-u-s-can-do-about-it/).

CONCLUSION
Scarcity engenders stockpiling, fear, and distrust.
Global semiconductor supply chains are vulnerable to
a wide array of factors such as fires, weather events,
and political tension. This industry’s economic and

FIGURE 3. Top semicap companies and their market shares

(2020). Data source: “Semiconductor wafer front end (WFE)

equipment market share worldwide from 2018 to 2020, by

supplier,” https://www.statista.com/statistics/267392/

market-share-of-semiconductor-equipment-manufacturers/.
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national security implications are evident—chips are
embedded in all types of products including those
used by the military. And Western countries have real-
ized the importance of reducing their reliance on
Asian suppliers.

Building a new semiconductormanufacturing facility
is slow and expensive. However, strong, local, semicap
companies provide an advantage to European and the
U.S. semiconductor industries that countries in Asia
may not be able to compete with. Fortunately, there
may be an opportunity using the strong ties between
the manufacturing facilities and semicap companies to
eventually boost semiconductor production.

DISCLAIMER
The authors are completely responsible for the con-
tent in this article. The opinions expressed here are
their own.
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Interview With Ronnie Chatterji, Coordinator
for the Creating Helpful Incentives to
Produce Semiconductors and Science Act
Shane Greenstein , Harvard Business School, Boston, MA, 02163, USA

P resident Joe Biden signed the Creating Helpful
Incentives to Produce Semiconductors and Sci-
ence Act (CHIPS) and Science Act on 9 August

2022. The act provides billions of dollars in subsidies
and tax credits for manufacturing semiconductors on
U.S. soil, research on semiconductors, workforce train-
ing, and investment in equipment. On 20 September
2022, the White House announced that Ronnie Chatterji
would serve as the White House Coordinator for CHIPS
Implementation at the National Economic Council.
Before that, Aaron “Ronnie” Chatterji served as the
chief economist for the Department of Commerce
since April 2021.

Chatterji is currently on leave from his position
as the Mark Burgess & Lisa Benson-Burgess Distin-
guished Professor of Business and Public Policy at
Duke University’s Fuqua School of Business. He also
holds a secondary appointment at Duke’s Sandford
School of Public Policy. Ronnie received his Ph.D.
degree from the Haas School of Business at the Univer-
sity of California, Berkeley and his B.A. degree in eco-
nomics from Cornell University.

The CHIPS and Science Act affects the work experi-
ence ofmany IEEEmembers. To keepmembers informed,
Shane Greenstein, “Micro Economics” columnist for IEEE
Micro, recently interviewedDr. Chatterji.

Shane Greenstein: The Chips and Science Act had
many provisions, however, let’s focus on those most rel-
evant to the economics of integrated circuits. For deca-
des, the U.S. government has had a hand in integrated
circuits by procuring military equipment and funding
some R&D activities. This bill significantly expands bud-
getary and tax commitments beyond those areas. Which
are themost significant commitments?Why?

Ronnie Chatterji: The CHIPS and Science Act is a
historic commitment to semiconductor manufacturing
and R&D in the United States. It includes a $39 billion
program to support manufacturing, including the con-
struction of new fabs (fabrication plants) and strength-
ening key parts of the supply chain. There is an
$11 billion program to advance R&D at the Department
of Commerce, including the establishment of a National
Semiconductor Technology Center (NSTC). And there
are significant investments to stand up new programs at
the U.S. Departments of Defense and State as well as
the National Science Foundation. Another key compo-
nent of CHIPS and Science is a 25% investment tax credit
that the U.S. Department of the Treasury is leading on. So
it is a true whole-of-government approach, as it must be,
given the scale of the challenge. My job at the National
Economic Council is to ensure that the Act is imple-
mented across government and achieves our objectives.

Greenstein: The bill had many motivations. Let’s
break them down and focus on one economic aspect
at a time. There are national interests in supporting a
supply of frontier processors for domestic users, for
example, developing artificial intelligence for large lan-
guage models. Yet, other industries desire an ample
supply of inexpensive chips and do not need the fron-
tier, say, in automobiles. The former involves the pro-
duction of new facilities, while the latter could include
retrofitting established facilities and accommodating
nondomestic pools of suppliers. So what do we think
about supporting those different types of goals?

Chatterji: Chips go into all kinds of products, from
our most advanced defense systems, to our cars, elec-
tric grid, routers, and refrigerators. During the pan-
demic, we saw how disruptions in the supply chain for
auto chips drove large price increases, accounting for
a significant share of inflation in 2021. So we have both
economic and national security motivations for estab-
lishing a strong manufacturing base for chips in the

0272-1732 © 2023 IEEE
Digital Object Identifier 10.1109/MM.2023.3297868
Date of current version 28 August 2023.

98 IEEE Micro Published by the IEEE Computer Society September/October 2023

EDITOR: R. Iris Bahar, ribahar@mines.edu

DEPARTMENT: MICRO ECONOMICS

Interview With Ronnie 
Chatterji, Coordinator for the 
Creating Helpful Incentives to Produce 
Semiconductors and Science Act
Shane Greenstein , Harvard Business School, Boston, MA, 02163, USA

This article originally  
appeared in 

 

vol. 43, no. 5, 2023



www.computer.org/computingedge� 15

MICRO ECONOMICS

United States. The CHIPS program, particularly the
9902 program out of the U.S. Department of Com-
merce for manufacturing incentives, is specifically
designed to support both of these interests and ensure
we have adequate supply of leading-edge and mature
chips.

Greenstein: Let’s explore the economics of supply-
chain resilience. There is collective industry interest in
supporting resilience, but, potentially, no firm is incen-
tivized to coordinate and lead the effort. How does
your activity invest in realizing that goal? Another topic
is workforce requirements. Companies want a trained
workforce, but perhaps none individually invest in it.
What do you think about that?

Chatterji: The pandemic and geopolitical events
like Russia’s war in Ukraine have changed the ways
companies think about their supply chains. Compared
to two years ago, companies are making significant
investments in supply-chain resilience and acquiring
insights they never had before about where their
inputs come from. It is a big change, and the Biden
administration is undertaking several initiatives to sup-
port supply-chain resilience. One of the most notable is
the recent Notice of Funding we released from the
CHIPS program to invest in critical areas of the semi-
conductor supply chain. It is not enough to build fabs
here. We also have to make sure that the myriad of
suppliers that support a successful fab are here too.
And so in every program we design, we are including
incentives to increase supply-chain resilience. I also
see evidence that the private sector is changing the
way they do business when it comes to supply chains.
Consider the recent announcements by auto compa-
nies to launch partnerships with key suppliers of chips
or batteries to try to increase supply-chain resilience.
My view is that the collective recognition in the public
and private sector that supply-chain resilience is a top
priority will drive the creation of a new paradigm, lead-
ing to large investments of the kinds we would not
have seen 10 years ago.

We are also very active on the workforce front. In
every aspect of the CHIPS program, we are asking
applicants to provide specific information about how
they will create and sustain high-quality jobs, and how
they will partner will local governments, community
groups, and labor organizations to create a skilled pipe-
line of workers from every corner of America. More
than 45 colleges across 17 states have launched semi-
conductor training programs, and a handful of innova-
tive corporate partnerships have been launched. Our
National Science Foundation is investing $200 million
in workforce, and a key component is making sure we
have the right curriculum to prepare workers for the

jobs that are actually available. We need to get this
right. Like the supply chain, we cannot be successful
unless we get the workforce piece right.

Greenstein: This type of program raises the eco-
nomic question about whether government policy pays
firms to do what they would have done anyway, or
whether it crowds out other investment and R&D activ-
ities. What do you think about those concerns?

Chatterji: This is an important concern that I think
about every day. The good news is we have actually
crowded-in over $200 billion in private-sector invest-
ment in the American chip industry since the legisla-
tion was introduced. As we continue to implement this
program, we will keep pushing to use taxpayer dollars
as efficiently as possible and incentivize new invest-
ments to achieve our economic and national security
goals.

Greenstein: Yet another question is, “Does the
industry invest enough in R&D with a long-term payoff
for the country?” But some long-term trends are hard
to forecast. Fabless production has taken over much
of the worldwide capacity, but not all of it. In addition,
Moore’s law has slowed and is estimated to end some-
time this decade. What do you think about addressing
long-term goals with such moving targets?

Chatterji: This is the hardest part of the job. First,
you need a great team with financial, technical, public
and private-sector experience. They have to be incen-
tivized to look around corners and challenge existing
assumptions about how the industry will evolve. I see
evidence of this every day in my interactions with my
colleagues at the government agencies implementing
this program. Second, you have to design a program
that can evolve as the industry does and make invest-
ments that can be evaluated at key milestones in case
the strategy needs to change. Third, you have to set
clear goals and focus on achieving what you can with
available funds on the time frame that has been set
out from the Act.

Greenstein: What have you liked the most about
your job?

Chatterji: I feel fortunate to be at the center of one
of the most innovative and ambitious economic and
national security initiatives of our time, and to work
with a team that shares a common vision for what we
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U.S. soil, research on semiconductors, workforce train-
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2022, the White House announced that Ronnie Chatterji
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Before that, Aaron “Ronnie” Chatterji served as the
chief economist for the Department of Commerce
since April 2021.

Chatterji is currently on leave from his position
as the Mark Burgess & Lisa Benson-Burgess Distin-
guished Professor of Business and Public Policy at
Duke University’s Fuqua School of Business. He also
holds a secondary appointment at Duke’s Sandford
School of Public Policy. Ronnie received his Ph.D.
degree from the Haas School of Business at the Univer-
sity of California, Berkeley and his B.A. degree in eco-
nomics from Cornell University.

The CHIPS and Science Act affects the work experi-
ence ofmany IEEEmembers. To keepmembers informed,
Shane Greenstein, “Micro Economics” columnist for IEEE
Micro, recently interviewedDr. Chatterji.

Shane Greenstein: The Chips and Science Act had
many provisions, however, let’s focus on those most rel-
evant to the economics of integrated circuits. For deca-
des, the U.S. government has had a hand in integrated
circuits by procuring military equipment and funding
some R&D activities. This bill significantly expands bud-
getary and tax commitments beyond those areas. Which
are themost significant commitments?Why?

Ronnie Chatterji: The CHIPS and Science Act is a
historic commitment to semiconductor manufacturing
and R&D in the United States. It includes a $39 billion
program to support manufacturing, including the con-
struction of new fabs (fabrication plants) and strength-
ening key parts of the supply chain. There is an
$11 billion program to advance R&D at the Department
of Commerce, including the establishment of a National
Semiconductor Technology Center (NSTC). And there
are significant investments to stand up new programs at
the U.S. Departments of Defense and State as well as
the National Science Foundation. Another key compo-
nent of CHIPS and Science is a 25% investment tax credit
that the U.S. Department of the Treasury is leading on. So
it is a true whole-of-government approach, as it must be,
given the scale of the challenge. My job at the National
Economic Council is to ensure that the Act is imple-
mented across government and achieves our objectives.

Greenstein: The bill had many motivations. Let’s
break them down and focus on one economic aspect
at a time. There are national interests in supporting a
supply of frontier processors for domestic users, for
example, developing artificial intelligence for large lan-
guage models. Yet, other industries desire an ample
supply of inexpensive chips and do not need the fron-
tier, say, in automobiles. The former involves the pro-
duction of new facilities, while the latter could include
retrofitting established facilities and accommodating
nondomestic pools of suppliers. So what do we think
about supporting those different types of goals?

Chatterji: Chips go into all kinds of products, from
our most advanced defense systems, to our cars, elec-
tric grid, routers, and refrigerators. During the pan-
demic, we saw how disruptions in the supply chain for
auto chips drove large price increases, accounting for
a significant share of inflation in 2021. So we have both
economic and national security motivations for estab-
lishing a strong manufacturing base for chips in the
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can and must do. I try to remind myself of that each
day, and that feeling is my favorite part of the job.

Greenstein: Which part of your academic work
informed your efforts in government, and which part of
your government work do you expect to take back to
academics?

Chatterji: I did my Ph.D. at the Haas School of Busi-
ness in a program called Business and Public Policy.
I went to this program because I had an interest in the
intersection between the public and private sectors. I
wanted to understand how government regulations
impacted business strategy and how businesses inter-
acted with government leaders. Like a lot of graduate
students, I was surprised that, despite my lofty inter-
ests, the first two years of coursework was mostly

technical and theoretical. I eventually got to the phe-
nomenon I was interested in, but not before doing a lot
of tool building.

Looking back, it was the foundation at Berkeley that
set me a on a course to be in this position today, imple-
menting a program at the intersection of business and
public policy and leveragingmy economics background,
along with an understanding of technology policy and
innovation. My academic career, including my time as
faculty member at Duke University’s Fuqua School of
Business, has allowed me to develop the kinds of skills
to break down complicated problems like the ones we
try to solve every day in the CHIPS program and use the
best available data and insight to answer them.

Returning to Duke, I will spend at least some of my
time returning to my business and public policy roots.
I want to better understand how these industrial poli-
cies around the world are changing the incentives for
where and how businesses invest and what the impact
of these investments is going to be.

SHANE GREENSTEIN is a professor with Harvard Business

School, Boston, MA, 02163, USA. Contact him at sgreenstein@

hbs.edu.

I WANTED TOUNDERSTANDHOW
GOVERNMENT REGULATIONS
IMPACTEDBUSINESS STRATEGY AND
HOWBUSINESSES INTERACTEDWITH
GOVERNMENT LEADERS.
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Aesthetics for the visualization of biomolecular structures have evolved over the
years according to technological advances, user needs, and modes of
dissemination. In this article, we explore the goals, challenges, and solutions that
have shaped the current landscape of biomolecular imagery from the overlapping
perspectives of computer science, structural biology, and biomedical illustration.
We discuss changing approaches to rendering, color, human–computer interface,
and narrative in the development and presentation of biomolecular graphics. With
this historical perspective on the evolving styles and trends in each of these areas,
we identify opportunities and challenges for future aesthetics in biomolecular
graphics that encourage continued collaboration from multiple intersecting fields.

The structural biology community was an early
adopter of computer graphics, driven by the
need to visualize and explore the complex 3-D

shapes of biological molecules such as proteins and
DNA. This is no less true today, and structural biolo-
gists rely on an advanced suite of molecular graphics
tools as a central part of their research pipeline, as well
as for dissemination and outreach. Over the 50 or so
years from the first biomolecular visualization to the
rich graphics environment today, the aesthetics of bio-
molecular graphics have changed and matured, driven
by multiple orthogonal demands. In the 1960s, the
hardware was often difficult to access and software
was limited, so the field of biomolecular visualization
was limited to a small community of experts who devel-
oped software and provided access to methods for the

production of visual materials. Imagery was strongly
influenced by the hardware: lines and points in the
interactive Evans and Sutherland MultiPicture System,
monochrome raster screens, and pen plotters. As con-
sumer hardware continued to improve and the struc-
tural biology community became increasingly
convinced of the utility of biomolecular graphics, an
explosion of method development ensued, and the
best techniques were adopted and made more user
friendly. Throughout this period of development, the
applications and modes of dissemination strongly
shaped the aesthetics of the methods and the visual-
izations that were produced (Figure 1). In this article,
we explore several aspects of visualization aesthetics
and how the changing computer graphics environment
has shaped the imagery that we see today.

RENDERING APPROACHES
LEVERAGE THE STRENGTHS OF
GRAPHICS HARDWARE

Rendering approaches for biomolecular data have
evolved with advancements and expansions in
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capabilities of graphics hardware and software. Oak
Ridge Thermal-Ellipsoid Plot Programa (ORTEP), devel-
oped in 1965 out of Oak Ridge National Laboratory,
dominated protein crystallography for many years due
to widespread use of pen plotters to create publica-
tion-quality images. These images have a beautiful
economy of line [Figure 1(b)].

With higher powered graphics hardware, more pho-
torealistic rendering styles were increasingly used for
biomolecular graphics. Photorealistic rendering techni-
ques aim tomimic the look of real-life objects as closely
as possible. Interestingly, biomolecular structures mea-
sure below the wavelength of visible light, so in some
sense the term “photorealism” is, strictly speaking, a
misnomer in this context. However, more advanced
simulation of illumination serves to make biomolecular

structures possibly more relatable by embedding them
in a larger spacewith light and shadow.

During the 1990s, amidst a large body of work in
graphics on exploring nonphotorealistic rendering
techniques which mimic the aesthetics of hand-
drawn artwork, these approaches also became popu-
lar for depicting biomolecular structures. Toon shad-
ing, also known as cel shading, for instance, refers to
a class of nonphotorealistic rendering approaches
inspired by cartoons and comics and their use of
shades and tints. This is a relatively inexpensive ren-
dering style from a computational perspective, and is
visually simplistic while conveying the information
necessary to understand the structural arrangement
of the molecules in question. Goodsell’s illustrative
style is an attempt to capture some of the visual
effectiveness of ORTEP images [see Figure 1(d)].
Today, toon shading is readily accessible in interac-
tive graphics, and provided by, for example, Mol* and
Protein Explorer.

FIGURE 1. Biomolecular Graphics Development. Images created over a span of three decades. (A) Dot surface and wireframe for

a complex of DNA with an inhibitor, displayed interactively on an Evans and Sutherland MultiPicture System with custom soft-

ware (PDB ID 6bna). (B) Wireframe with extra lines to depict lattice contacts, created with a modified version of ORTEP. Printed

using a pen plotter and presented in publication as a stereo pair for 3-D viewing (PDB ID 126d). (C) Raster space-filling image of

DNA (atomic colors) and inhibitor (cyan) with Phong shading, created with several hours of computation with custom software

(PDB ID 6bna). (D) Nonphotorealistic rendering of tRNA and elongation factor created with custom software (PDB ID 1ttt).

(E) Natural language scripting of Jmol allows nimble, interactive access to multiple rendering options, as seen in this fanciful

image of hemoglobin in four styles created with ten minutes of effort (PDB ID 2hhb). (F) Mol* is leading a new generation of

web-based biomolecular viewers, here providing interactive exploration of faustovirus (PDB ID 5j7v), currently the largest struc-

ture in the Protein Data Bank. (G) Predicted structure of PleC, a protein involved in formation of a bacterial microdomain, with

most confident regions in dark blue and least confident regions in orange (AlphaFold2 ID AF-P37894-F1).

a[Online]. Available: htt_p://www.chem.ucla.edu/�harding/
IGOC/O/ortep.html
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years according to technological advances, user needs, and modes of
dissemination. In this article, we explore the goals, challenges, and solutions that
have shaped the current landscape of biomolecular imagery from the overlapping
perspectives of computer science, structural biology, and biomedical illustration.
We discuss changing approaches to rendering, color, human–computer interface,
and narrative in the development and presentation of biomolecular graphics. With
this historical perspective on the evolving styles and trends in each of these areas,
we identify opportunities and challenges for future aesthetics in biomolecular
graphics that encourage continued collaboration from multiple intersecting fields.

The structural biology community was an early
adopter of computer graphics, driven by the
need to visualize and explore the complex 3-D

shapes of biological molecules such as proteins and
DNA. This is no less true today, and structural biolo-
gists rely on an advanced suite of molecular graphics
tools as a central part of their research pipeline, as well
as for dissemination and outreach. Over the 50 or so
years from the first biomolecular visualization to the
rich graphics environment today, the aesthetics of bio-
molecular graphics have changed and matured, driven
by multiple orthogonal demands. In the 1960s, the
hardware was often difficult to access and software
was limited, so the field of biomolecular visualization
was limited to a small community of experts who devel-
oped software and provided access to methods for the

production of visual materials. Imagery was strongly
influenced by the hardware: lines and points in the
interactive Evans and Sutherland MultiPicture System,
monochrome raster screens, and pen plotters. As con-
sumer hardware continued to improve and the struc-
tural biology community became increasingly
convinced of the utility of biomolecular graphics, an
explosion of method development ensued, and the
best techniques were adopted and made more user
friendly. Throughout this period of development, the
applications and modes of dissemination strongly
shaped the aesthetics of the methods and the visual-
izations that were produced (Figure 1). In this article,
we explore several aspects of visualization aesthetics
and how the changing computer graphics environment
has shaped the imagery that we see today.

RENDERING APPROACHES
LEVERAGE THE STRENGTHS OF
GRAPHICS HARDWARE

Rendering approaches for biomolecular data have
evolved with advancements and expansions in
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Other rendering approaches have also been devel-
oped to mirror the appearance of structures under a
given acquisition method [i.e., scanning electron
microscopy (SEM) (Figure 2, Left)]. This method
applies a fresnel effect to a basic Phong shader, where
structures appear to have a white outline that
becomes thicker as the view angle becomes more
oblique to the eye. This “SEM” shading technique has
largely fallen out of fashion. However, when in use, the
fresnel effect is usually more subtle (e.g., the CDC’s
visualization of the COVID-19 virion, crafted by Alissa
Eckert and Dan Higginsb). Ambient occlusion (AO) in
rendering output provides helpful depth cues to bio-
molecular structures and has become more prevalent
with better and more efficient hardware and software
for computer graphics (Figure 2, Middle). With ambient
occlusion, a separate rendering pass calculates the
exposure of each point on an object to ambient light.
For example, the cavity of a molecule appears darker
because it is more occluded from light. With improved
hardware and software solutions enabling physically
based rendering in most 3-D applications, computa-
tionally “expensive” features like global illumination,
subsurface scattering, and clearcoat are more acces-
sible and frequently used (Figure 2, Right). Molecules
with this treatment can have a “gummy bear” appear-
ance that is more editorial than strictly educational,
and has been especially popular in editorial graphics,
for example, in stylized illustrations for journal covers
or in marketing materials for pharmaceutical
products.

Today, advancements in science and technology
pose an entirely new set of rendering challenges,

providing new capabilities and requiring new aesthetic
decisions. Virtual reality and augmented reality are
finally becoming a useful tool in research and educa-
tion, driven by the increased affordability of consumer-
level hardware. Currently, the need for seamless
response during navigation imposes limitations on the
complexity of VR scenes, requiring artists and develop-
ers to pare down the rendering options for objects
being depicted. 3-D printing has also benefited from
affordable options, now available to hobbyists and
classrooms. Most commercial machines are limited to
rigid, monochrome builds, but clever designs with
snap-together parts and magnets are used to expand
the types of stories that can be captured in themodels.
3-D models also impose strict limitations on the types
of representations that may be used, to ensure that
themodel is buildable and strong enough to handle.

RESEARCHERS ARE UTILIZING AN
INCREASINGLY NUANCED
APPROACH TO COLOR

Choice of color is arguably one of the most impact-
ful decisions made during the creation of a biomo-
lecular visualization. Coloring strategies can draw
viewer attention to key features or molecules of
interest, or encode physical or functional features of
the molecule to aid in exploration and analysis, such
as a ligand in a pathway or binding site of a receptor
molecule. These perceptual tricks may include color-
ing key molecules in light or highly saturated colors
that contrast with the surrounding molecules and
environment. Here, the use of color is more often
about drawing attention to the intended structures
rather than encoding particular structural or func-
tional properties of the molecules, for example,
hydrophobicity.

FIGURE 2. Demonstration of three common historical and contemporary biomolecular graphics rendering styles on a basic bio-

molecular scene with a ligand bound to a receptor on the interior of a membrane: (Left) “Scanning electron microscope (SEM)-

look” material, (Middle) ambient occlusion (AO) layered with a matte material, and (Right) subsurface-scatter and clearcoat

layers applied to a physics-based rendering material.

b[Online]. Available: htt_ps://phil.cdc.gov/Details.aspx?pid¼
23311
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Early approaches to color were largely driven by
technology and nascent traditions. Color printing was
expensive and predominant technologies were pen
plotters and monochrome or 8-bit raster screens.
Much of early computer-generated imagery was pro-
duced and published in black-and-white. As color
became increasingly feasible, published imagery was
often colored using default settings, leading to a pre-
dominance of saturated colors. The CPK coloring
scheme popularized by Linus Pauling and his physical
molecular models [carbon black, oxygen red, nitrogen
blue, hydrogen white, Figure 1(c)], was the de facto
standard for most research graphics. Interestingly,
developers immediately encountered a problem as
color interactive hardware became available: how to
deal with black carbons on a black screen. The most
common approach at the time, which was still quite
wedded to saturated color, was to use green.

As color screens became more common in labora-
tories, an explosion of experimentation followed, lead-
ing to multiple color palettes for specific needs. Some
of these are now only rarely used, such as amino-acid-
specific colors based on the “Shapely” physical mod-
els, whereas others showed widespread utility and are
provided as hard-wired options in most current pack-
ages. These include coloration of entire biomolecular
subunits [see Figure 1(d)], coloring of properties such
as electrostatics and hydrophobicity, and coloration
that highlights local structural features such as pro-
tein secondary structure or position in a polymer chain
[see Figure 1(e)].

Today, we enjoy an environment that is filled with
options for coloring, and a great freedom to customize
coloring based on our personal ideas and preferences.
Current molecular graphics software typically provide
a menu of traditional options with more-or-less stan-
dardized color choices, paired with flexible methods
for selecting atom sets and assigning custom colors
to them. Given this ability, color is frequently used,
especially by biomolecular animators and designers,
to evoke a variety of moods or feelings when viewing a
molecule or scene, and the choice of palette may be
tuned to appeal to the intended audience and use
case. Current research in coloring aesthetics is layer-
ing advanced capabilities on these basic coloring
choices. For example, the Viola laboratory is exploring
methods to transition smoothly from molecule-based
coloring to atomic coloration in multiscale systems as
viewers transition from whole-cell views to individual
molecules (Figure 3).

We have observed a growing interest in the biomo-
lecular visualization community to standardize color-
ing schemes. This has great advantages. For example,

it would greatly aid with issues of accessibility, by pro-
moting the availability and use of color-blind-friendly
palettes. Standards also unify a field. For example, the
CPK coloring scheme, given its excellent provenance
and widespread use, is instantly recognizable by most
viewers, allowing facile comparison when viewing fig-
ures from multiple labs. The confidence coloring
scheme currently used in AlphaFold2 structures [see
Figure 1(g)] is rapidly becoming a similar de facto stan-
dard. Standards, however, can only codify current
knowledge and thus may potentially inhibit creative
exploration as the field of structural biology continues
to grow. Current molecular graphics tools typically
express both of these views, providing turnkey meth-
ods to apply the (currently) most useful standards
while also streamlining the ability to develop custom-
ized palettes.

BIOMOLECULAR IMAGERY HAS
GROWN TO ENCOMPASS LARGER
NARRATIVES AND PERSONAL
STYLES

Biological stories are growing larger to span new
experimental results from atoms to cells, and visuali-
zation options provide myriad opportunities for build-
ing new and effective visual explorations. When
designing and executing these stories, we are always
faced with three orthogonal challenges: 1) technical
capabilities of turning data into images, 2) the needs
of the intended audience, and 3) our own personal art-
istry. Much of the early history of biomolecular visuali-
zation was centered around the creation of figures for
research publications. These were effectively “molecu-
lar portraits” that presented the structure and, hope-
fully, some aspects of their function. These portraits
were created with a handful of programs, and most

FIGURE 3. Adaptive multiscale representation and coloring.

Model of an insulin secretory granule (blue, green, and

orange) and cytoplasm (magenta) is displayed with subunit

colors and coarse surfaces at left. As the user zooms in, the

view progressively changes to a full atomic representation

with atomic color (right). Images by Ludovic Autin.
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Other rendering approaches have also been devel-
oped to mirror the appearance of structures under a
given acquisition method [i.e., scanning electron
microscopy (SEM) (Figure 2, Left)]. This method
applies a fresnel effect to a basic Phong shader, where
structures appear to have a white outline that
becomes thicker as the view angle becomes more
oblique to the eye. This “SEM” shading technique has
largely fallen out of fashion. However, when in use, the
fresnel effect is usually more subtle (e.g., the CDC’s
visualization of the COVID-19 virion, crafted by Alissa
Eckert and Dan Higginsb). Ambient occlusion (AO) in
rendering output provides helpful depth cues to bio-
molecular structures and has become more prevalent
with better and more efficient hardware and software
for computer graphics (Figure 2, Middle). With ambient
occlusion, a separate rendering pass calculates the
exposure of each point on an object to ambient light.
For example, the cavity of a molecule appears darker
because it is more occluded from light. With improved
hardware and software solutions enabling physically
based rendering in most 3-D applications, computa-
tionally “expensive” features like global illumination,
subsurface scattering, and clearcoat are more acces-
sible and frequently used (Figure 2, Right). Molecules
with this treatment can have a “gummy bear” appear-
ance that is more editorial than strictly educational,
and has been especially popular in editorial graphics,
for example, in stylized illustrations for journal covers
or in marketing materials for pharmaceutical
products.

Today, advancements in science and technology
pose an entirely new set of rendering challenges,

providing new capabilities and requiring new aesthetic
decisions. Virtual reality and augmented reality are
finally becoming a useful tool in research and educa-
tion, driven by the increased affordability of consumer-
level hardware. Currently, the need for seamless
response during navigation imposes limitations on the
complexity of VR scenes, requiring artists and develop-
ers to pare down the rendering options for objects
being depicted. 3-D printing has also benefited from
affordable options, now available to hobbyists and
classrooms. Most commercial machines are limited to
rigid, monochrome builds, but clever designs with
snap-together parts and magnets are used to expand
the types of stories that can be captured in themodels.
3-D models also impose strict limitations on the types
of representations that may be used, to ensure that
themodel is buildable and strong enough to handle.

RESEARCHERS ARE UTILIZING AN
INCREASINGLY NUANCED
APPROACH TO COLOR

Choice of color is arguably one of the most impact-
ful decisions made during the creation of a biomo-
lecular visualization. Coloring strategies can draw
viewer attention to key features or molecules of
interest, or encode physical or functional features of
the molecule to aid in exploration and analysis, such
as a ligand in a pathway or binding site of a receptor
molecule. These perceptual tricks may include color-
ing key molecules in light or highly saturated colors
that contrast with the surrounding molecules and
environment. Here, the use of color is more often
about drawing attention to the intended structures
rather than encoding particular structural or func-
tional properties of the molecules, for example,
hydrophobicity.

FIGURE 2. Demonstration of three common historical and contemporary biomolecular graphics rendering styles on a basic bio-

molecular scene with a ligand bound to a receptor on the interior of a membrane: (Left) “Scanning electron microscope (SEM)-

look” material, (Middle) ambient occlusion (AO) layered with a matte material, and (Right) subsurface-scatter and clearcoat

layers applied to a physics-based rendering material.

b[Online]. Available: htt_ps://phil.cdc.gov/Details.aspx?pid¼
23311
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often did not stray far from the default coloring and
rendering options.

Today, the audiences for biological stories have
expanded. Education and more general outreach, e.g.,
public exhibitions, have pushed content authors to
incorporate narrative devices to make molecules and
their environments more engaging and comprehensi-
ble to broader audiences. These tend to require artistic
expertise and knowledge of advanced 3-D software,
such as Blender, Autodesk Maya, or Maxon Cinema
4-D. Pharmaceutical company growth and marketing
initiatives for new drug developments have helped
drive cinematic storytelling approaches to biomolecu-
lar reactions and pathways. New software solutions,
like Molecumentary,1 allow content authors to semiau-
tomatically create tailored narratives to disseminate
scientific content. Tools like this enable users without
deep expertise in 3-D animation and design to create
narratives for education and outreach.

The narratives themselves have also grown larger,
with an explosion of new Big Data and methods for
accessing and visualizing these data. Continued
advances in structure determination methods, such
as the current resolution revolution in cryoelectron
microscopy, and recent advances in protein structure
prediction, such as AlphaFold2 and RoseTTAFold, are
radically increasing the number and complexity of
atomic structures that are available for detailed depic-
tion of biomolecular structures. Visualization methods
are faced with depiction of larger and larger datasets,
interactively, on the web. We no longer can limit our-
selves to presenting only a basic portrait of a mole-
cule. We now need to explore uncertainty in predicted
structure models [see Figure 1(g)] and the dynamic
aspects of single molecules, assemblies, and ensem-
bles. Biomolecular dynamics simulations capture a
vast amount of information, where only a few time sli-
ces may be of interest to the viewer. Choosing how to
display this information in a digestible way requires
multiscale thinking in both time and space. Connec-
tions to sequence and functional annotations need to
be at our fingertips to explore bioinformatics data
related to our subjects.

The current software and hardware environment
for biomolecular visualization is robust and provides
nimble opportunities for building a personal aesthetic
within this data-rich environment. Figure 4 includes
four pioneering artists who have helped shape current
trends in biomolecular graphics design and animation.
Drew Berry pioneered a cinematic style combining
dynamic scene design, a unique approach to biomo-
lecular motion, and immersive sound in his animations
for general audiences. Ga€el McGill has perfected an

editorial style with design decisions that produce
arresting images for textbook and commercial appli-
cations. For example, the image in Figure 4 has circu-
lated for a decade on social media as “the most
detailed depiction of a cell.” Janet Iwasa creates data-
heavy imagery in collaboration with researchers for
use in publication and presentations, and has devel-
oped a direct style that is true to the science. Veronica
Falconieri Hays creates dynamic portraits of mole-
cules using contemporary methods for scientific illus-
tration, often framed within larger stories that show
their cellular context.

OUTLOOK AND CHALLENGES
Molecular graphics is mature, but still offers ample
opportunities for research and software development
in graphics and visualization, to address current limi-
tations and challenges. Amazingly, most widely used
tools with a significant visualization component still
focus on fairly basic rendering/aesthetic approaches,
and the vast majority of users will employ the default
rendering and coloring when using these tools. As
the field of biomolecular graphics becomes more
mature with tools for creating content more widely
available, our community could consider careful
attention to defaults and presets provided by com-
mon methods. Additional guidance could support
users with limited artistic skills to navigate the vast
design space when creating biomolecular graphics.
This is particularly important, as methods and tools
are increasingly used by diverse user communities
outside of structural biology, which also necessitates
more extensive conventions that facilitate our under-
standing of molecules and their environments. To
address these challenges, programs like Chimera and
Mol* currently provide one-click preset views for dif-
ferent applications. The VIS and graphics community
have begun building dedicated applications (such as
MegaMol, CellPAINT, and Marion) that are more ori-
ented to the needs of artists and are more special-
ized than generic graphics applications like Blender
and Maya.

Accessibility of images is also becoming a stron-
ger design specification when creating imagery,
particularly in settings for nontechnical audiences.
Colorblind friendly color palettes have emerged as
a low-hanging fruit, and visualization tools are
increasingly adopting default options that are dis-
tinguishable to those with limited vision. While this
is a good first step, we need to do more to make
biomolecular graphics accessible to segments of
the population. Sound engineering can help engage
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and immerse viewers in an environment, but this
can go further to encode real meaning to mole-
cules for those with low or limited vision. Thinking
about how to integrate audio and other sensory
modalities to enhance the accessibility of biomolec-
ular graphics–sound, haptics, physical models–can
be critical to advance public understanding of mol-
ecules and their relevance in society.

There are still abundant areas that would benefit
from creative development. For example, on the data-
in side, cryo-EM is currently providing structural views
of biomolecular assemblies of unprecedented com-
plexity. Often these structures have a hierarchical
organization, with multiple biologically relevant enti-
ties in one assembly. Currently, this hierarchical struc-
ture is difficult to define within existing graphics

FIGURE 4. Large-scale narratives and personal aesthetics. Work from four contemporary artists shows state-of-the-art design

decisions in complex biomolecular systems. Notice in each case how the approach to color and lighting is tuned for the audi-

ence, and representations are chosen to depict complexity at a level appropriate for the scene. (Upper left) Drew Berry creates

groundbreaking video animations for general audiences with station WEHI.TV, such as this still image from a video animation of

the kinetochore. (Lower left) Ga€el McGill of Digizyme and Harvard Medical School creates dynamic editorial images and anima-

tions for textbooks and commercial clients, such as this complex image of the interior of a living cell created with Digizyme

team member Evan Ingersoll. (Upper right) Janet Iwasa is a pioneer in the creation of data-rich animations for dissemination of

information in research settings, such as this animation of budding of HIV-1 from an infected cell. (Lower right) Veronica Falco-

nieri Hays is a Certified Medical Illustrator who creates captivating editorial and educational imagery and animations with beau-

tiful interplay of color and light, as in this SARS-CoV-2 illustration.
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often did not stray far from the default coloring and
rendering options.

Today, the audiences for biological stories have
expanded. Education and more general outreach, e.g.,
public exhibitions, have pushed content authors to
incorporate narrative devices to make molecules and
their environments more engaging and comprehensi-
ble to broader audiences. These tend to require artistic
expertise and knowledge of advanced 3-D software,
such as Blender, Autodesk Maya, or Maxon Cinema
4-D. Pharmaceutical company growth and marketing
initiatives for new drug developments have helped
drive cinematic storytelling approaches to biomolecu-
lar reactions and pathways. New software solutions,
like Molecumentary,1 allow content authors to semiau-
tomatically create tailored narratives to disseminate
scientific content. Tools like this enable users without
deep expertise in 3-D animation and design to create
narratives for education and outreach.

The narratives themselves have also grown larger,
with an explosion of new Big Data and methods for
accessing and visualizing these data. Continued
advances in structure determination methods, such
as the current resolution revolution in cryoelectron
microscopy, and recent advances in protein structure
prediction, such as AlphaFold2 and RoseTTAFold, are
radically increasing the number and complexity of
atomic structures that are available for detailed depic-
tion of biomolecular structures. Visualization methods
are faced with depiction of larger and larger datasets,
interactively, on the web. We no longer can limit our-
selves to presenting only a basic portrait of a mole-
cule. We now need to explore uncertainty in predicted
structure models [see Figure 1(g)] and the dynamic
aspects of single molecules, assemblies, and ensem-
bles. Biomolecular dynamics simulations capture a
vast amount of information, where only a few time sli-
ces may be of interest to the viewer. Choosing how to
display this information in a digestible way requires
multiscale thinking in both time and space. Connec-
tions to sequence and functional annotations need to
be at our fingertips to explore bioinformatics data
related to our subjects.

The current software and hardware environment
for biomolecular visualization is robust and provides
nimble opportunities for building a personal aesthetic
within this data-rich environment. Figure 4 includes
four pioneering artists who have helped shape current
trends in biomolecular graphics design and animation.
Drew Berry pioneered a cinematic style combining
dynamic scene design, a unique approach to biomo-
lecular motion, and immersive sound in his animations
for general audiences. Ga€el McGill has perfected an

editorial style with design decisions that produce
arresting images for textbook and commercial appli-
cations. For example, the image in Figure 4 has circu-
lated for a decade on social media as “the most
detailed depiction of a cell.” Janet Iwasa creates data-
heavy imagery in collaboration with researchers for
use in publication and presentations, and has devel-
oped a direct style that is true to the science. Veronica
Falconieri Hays creates dynamic portraits of mole-
cules using contemporary methods for scientific illus-
tration, often framed within larger stories that show
their cellular context.

OUTLOOK AND CHALLENGES
Molecular graphics is mature, but still offers ample
opportunities for research and software development
in graphics and visualization, to address current limi-
tations and challenges. Amazingly, most widely used
tools with a significant visualization component still
focus on fairly basic rendering/aesthetic approaches,
and the vast majority of users will employ the default
rendering and coloring when using these tools. As
the field of biomolecular graphics becomes more
mature with tools for creating content more widely
available, our community could consider careful
attention to defaults and presets provided by com-
mon methods. Additional guidance could support
users with limited artistic skills to navigate the vast
design space when creating biomolecular graphics.
This is particularly important, as methods and tools
are increasingly used by diverse user communities
outside of structural biology, which also necessitates
more extensive conventions that facilitate our under-
standing of molecules and their environments. To
address these challenges, programs like Chimera and
Mol* currently provide one-click preset views for dif-
ferent applications. The VIS and graphics community
have begun building dedicated applications (such as
MegaMol, CellPAINT, and Marion) that are more ori-
ented to the needs of artists and are more special-
ized than generic graphics applications like Blender
and Maya.

Accessibility of images is also becoming a stron-
ger design specification when creating imagery,
particularly in settings for nontechnical audiences.
Colorblind friendly color palettes have emerged as
a low-hanging fruit, and visualization tools are
increasingly adopting default options that are dis-
tinguishable to those with limited vision. While this
is a good first step, we need to do more to make
biomolecular graphics accessible to segments of
the population. Sound engineering can help engage
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methods, requiring laborious manual selection and
coloring of individual chains (Figure 5, Top). A more
facile connection to functional annotations will be
needed to address this problem. Another challenge
lies in visual depiction of the underlying uncertainty of
the model(s) responsible for the biomolecular graphic,
and displaying the provenance of the data. While
color-coding areas of confidence is a common
approach to the former [see Figure 1(g)], aesthetic and
easily identifiable display of such information is by no
means a solved problem. Data provenance for
dynamic data is another area of great need and cur-
rent creative effort. Successful current approaches
often use a dashboard-style visualization, where a sur-
face model of the molecule is paired with other views
that show key aspects of the structure and underlying
data at each time step of the simulation (Figure 5, Bot-
tom). On the data-out side, the fields of virtual reality
and 3-D printing are still very much the Wild West, and
creative approaches to aesthetics and design can
lead quickly to effective results.

Molecular graphics, now and throughout its his-
tory, has been a multidisciplinary effort bringing
together the talents of molecular biologists, computer
scientists, and artists to build methods and imagery.
This collaboration is continuing to expand to encom-
pass growing fields of knowledge, for example,
leveraging expert annotations from bioinformatics,
best practices from perceptual science and science
historians, and direct user feedback from educational
evaluation experts.
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methods, requiring laborious manual selection and
coloring of individual chains (Figure 5, Top). A more
facile connection to functional annotations will be
needed to address this problem. Another challenge
lies in visual depiction of the underlying uncertainty of
the model(s) responsible for the biomolecular graphic,
and displaying the provenance of the data. While
color-coding areas of confidence is a common
approach to the former [see Figure 1(g)], aesthetic and
easily identifiable display of such information is by no
means a solved problem. Data provenance for
dynamic data is another area of great need and cur-
rent creative effort. Successful current approaches
often use a dashboard-style visualization, where a sur-
face model of the molecule is paired with other views
that show key aspects of the structure and underlying
data at each time step of the simulation (Figure 5, Bot-
tom). On the data-out side, the fields of virtual reality
and 3-D printing are still very much the Wild West, and
creative approaches to aesthetics and design can
lead quickly to effective results.

Molecular graphics, now and throughout its his-
tory, has been a multidisciplinary effort bringing
together the talents of molecular biologists, computer
scientists, and artists to build methods and imagery.
This collaboration is continuing to expand to encom-
pass growing fields of knowledge, for example,
leveraging expert annotations from bioinformatics,
best practices from perceptual science and science
historians, and direct user feedback from educational
evaluation experts.
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The DNA Data Storage Model
Dave Landsman , Western Digital Corporation

Karin Strauss , Microsoft Corporation

Reliably storing digital data in synthetic DNA fits naturally into the layered 
Open Systems Interconnect model and shares many parallels with reliably 
storing data using existing storage technologies and interfaces.

DNA data storage, or using synthetic DNA as 
a data storage medium, is being seriously 
considered as an archival storage solution 

due to its volumetric data density potential, data 
retention characteristics, sustainability, and potential 
for dramatically lower total cost of ownership versus 
existing storage technologies.

INTRODUCTION
The biotechnology industry has made DNA data stor-
age possible today due to decades of investment in 
molecular-level technologies for medical and life sci-
ences applications that now enable us to construct 
and read synthetic DNA, base by base. These funda-
mental capabilities make it possible to encode digital 
data into a sequence of bases (adenine, guanine, cyto-
sine, and thymine, or AGCT), write that sequence as a 
set of corresponding DNA molecules (synthesis), store 
the molecules, prepare them for reading (retrieval), 
read them back as a sequence of bases (sequencing), 
and finally, decode the original digital data (Figure 1). 
To learn more about this process, see Preserving Our 
Digital Legacy: An Introduction to DNA Data Storage.1

Even though synthetic DNA as a data storage 
medium is similar to traditional storage media in many 
ways, it is worth highlighting some key differences.

First, in traditional storage, the media is premanu-
factured (e.g., SSDs use NAND cells, HDD, and tape use 
magnetic domains on a platter or strip, respectively) 
and written by modifying the state of the media. For 

such devices, capacity and throughput scaling require 
modifications to both media and write/read heads. In 
contrast, the most common DNA data storage method 
does not employ a premanufactured media substrate. 
(Note: Methods to attach DNA to a planar substrate, to 
serve as a “memory/storage cell”, are being considered; 
this article does not cover these methods.) Instead, the 
storage media—DNA molecules—are manufactured 
during write operations. In this case, DNA’s universal, 
fixed, and reader/writer independent physical struc-
ture enables throughput improvements without media 
changes, or data migration when adopting new writer/
reader generations.

Second, because DNA media is detached from any 
array-based substrate, protocol information such as 
object identifiers and segment indices must be embed-
ded within each DNA molecule in the DNA archive, for 
locating objects, object segmentation, etc. Despite this 
overhead, DNA can achieve much higher volumetric 
density as detached media than as array-based media.

Third, DNA has unique error characteristics as a 
medium for end-to-end storage. For example, in addi-
tion to substitutions (akin to bit flips), insertions and 
deletions may also occur. Encoders try to avoid certain 
sequences2,3,4 to reduce interference with the writing 
and recovery process.

Despite the uniqueness of synthetic DNA as a stor-
age medium, there are many parallels with traditional 
data storage and storage interface mechanisms. In 
this article, we draw parallels between the DNA data 
storage model and the Open System Interconnection 
(OSI) model (Figure 2). Before we begin describing 
the DNA data storage layer model, we describe a few 
things about DNA.
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DNA MECHANICS IN BRIEF
We are most familiar with DNA as a “double-helix” 
(Figure 3), or dual-stranded DNA (dsDNA), where the 
base adenosine on one strand has a chemical binding 
affinity (complementarity) with the base thymine on 
the other strand, and the base cytosine has an affin-
ity with the base guanine. Complementarity is used 
in nearly all of the techniques employed in DNA data 
storage, in the process called hybridization (Figure 4).

In organisms, cell division naturally replicates the 
genetic code. Cellular mechanisms separate the two 

strands of the original dsDNA into two single-stranded 
DNA strands (ssDNA) and create two new dsDNA 
molecules from them, effectively copying the cell’s 
genetic information. Both ssDNA and dsDNA are used 
in different parts and applications of the DNA data 
storage pipeline.

Note that no organisms or cells are used for DNA 
data storage: synthetic DNA for data storage is con-
structed and manipulated through well-controlled 
chemical processes, covered in the section “The DNA 
Data Storage Physical Layer.”
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FIGURE 1. The DNA data storage system. Encoding and decoding are performed in the electronic domain and translate bits 

to bases and vice versa. Synthesis and sequencing are the interfaces to and from the molecular domain, creating and reading 

DNA sequences.
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APPLICATION, PRESENTATION, 
AND SESSION LAYERS

The upper three layers of the OSI model map to the 
DNA data storage model effectively unchanged in 
function; at this level of abstraction, DNA is simply 
another storage medium.

The application layer is the interface closest to 
users. For example, since DNA data storage is best 
matched to long-term storage, the application layer 
is likely to define how data are logically organized for 
archival purposes, including metadata describing the 
data in the archive.

The presentation layer maps naturally to the 
preparation of bitstreams as input to the lower layers. 
It may include transformations such as encryption and 
compression. Like with other media, such functions 
may be accelerated by special-purpose (silicon-based) 
hardware support.

The session layer provides access to the DNA 
data storage interface. Various implementations are 
possible, but the most commonly discussed is object 
based. In this implementation, the interface provided 
by the session layer is basically an object store with 
a key-value schema. It offers basic primitives such as 
read/write of individual objects or all objects, as well 
as primitives with more complex semantics, such as 
indexed search. These commands translate to logical 
and physical storage operations at lower layers.

THE DNA DATA STORAGE 
CHANNEL LAYER

The DNA channel layer takes as input a bitstream or 
other digital object from the session layer and pro-
cesses those bits to ensure that the DNA sequences 
written and read by the physical layer can be success-
fully decoded, enabling recovery of the original digital 
source data. The DNA channel layer is implemented as 
a software codec.2,3,4,5,6,7,11

The DNA channel [Figure 5(b)] shares conceptual 
characteristics with a more “traditional” network/
electrical channel [Figure 5(a)]. The DNA channel layer 
roughly incorporates the functionality of the trans-
port through the data link layer in the OSI model. It 
receives a bitstream from the session layer, preparing 
it for handoff to the lower layers for the conceptual 
equivalent of “transmission,” which, in the DNA case, 
means writing, storing, recovering and reading DNA 
molecules. As there is no physical “wire” in DNA data 
storage, the data link layer functionality is embed-
ded in the DNA codec, instead of in the transmitter/
receiver pair (Figure 5, dashed lines).

When the bitstream is presented to the DNA 
channel layer, the following types of operations are 
performed, not necessarily in this order.

Packetization: In a network or fabric, the key function 
of the transport and network layers is packetization, 
routing, and flow control across the link. Neither rout-
ing nor flow control are relevant here, but packetiza-
tion is. The longest strand of synthetic DNA that can 
currently be constructed base by base with standard 
chemistry, while maintaining sufficient accuracy, is 
around 300 bases. Even if every base in a strand could 
be used for payload data, a typical strand would encode 
tens of bytes. Thus, like in traditional networking, 
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where bitstreams must be broken into smaller pieces 
to fit limited-size packets, DNA data storage requires 
breaking data objects into many segments during 
encoding to fit limited-size strands. Reassembling 
these segments in the right order when sequencing 
requires adding indices to each segment before syn-
thesis. The need for segment indices (and other proto-
col fields) introduces a tradeoff between the number 
of segments used to represent an object in a DNA pool 
(that is, maximum object size) and the number of bases 
used for the segment index (that is, index overhead).

Error correction: In constructing segments for stor-
age, the DNA codec must add redundant information 
for error correction because random errors (base inser-
tions, deletions, and substitutions) and erasures (miss-
ing sequences) may affect such segments through the 
DNA physical layer. Error correction can augment seg-
ments with additional data (inner code) or add seg-
ments that contain additional data (outer code). After 
the DNA is sequenced, the DNA codec uses this redun-
dant information to recover lost sequences, correct 
remaining errors, and reliably deliver the original bit-
stream back to the upper layers.

Translation: To store digital data in DNA, the data must 
be translated from digital (0 or 1) to bases (A, T, C, or G). 
Although it is possible to simply map every two bits in 
a bitstream into one of the four possible bases, there 
are advantages to other mappings. For example, map-
pings of longer bitstreams to longer base sequences 
may better accommodate certain error correction 
methods and be more space efficient.

Transformations: With DNA, patterns of repeated 
bases (homopolymers), a high proportion of Gs and Cs 
(high GC content), and some other specific patterns 

can cause errors. For example, some sequencing 
techniques exhibit errors with long homopolymers, 
and high GC content may affect sequencing prepara-
tion protocols. The transformations in the DNA chan-
nel layer avoid transforming digital bitstreams into 
such problematic patterns of bases, thereby reducing 
downstream errors and associated error correction 
overhead, and improving overall data reliability. This is 
conceptually similar to the actions in a network/elec-
trical channel to mitigate analog effects. For exam-
ple, a serial link maintains close to an equal number of 
ones and zeroes on the wire.

Optional DNA space protocol: In addition to the 
actions above, the codec may insert additional base 
sequences into the already transformed digital data 
(process not shown in Figure 3). The purposes are 
use-case specific but generally involve random access 
to or search within the DNA archive. An example is the 
addition of an object ID, assigned by the session layer 
to sequences belonging to the same object. The sec-
tion “Retrieval” discusses this further.

After these steps, the resulting DNA sequences 
are handed over to the DNA physical layer.

In summary, the DNA channel layer encodes an 
input bitstream so that the DNA sequences that are 
sent to the physical layer can be efficiently and suc-
cessfully decoded after “transmission” (synthesis, 
storage, retrieval, and sequencing). In doing this, the 
DNA channel uses transformations and processing 
steps that are well structured and similar in nature 
to those used in existing storage systems. In the next 
section, we discuss the DNA physical layer.

THE DNA DATA STORAGE 
PHYSICAL LAYER

The DNA physical layer [Figure 2(b)] involves the basic 
chemistry of DNA for writing (synthesis), physically 
preserving (storage), and reading (sequencing) DNA 
molecules. It also involves the basic chemistry of DNA 
for retrieval, which is both a general preparation step 
for sequencing and also an integral step in how sys-
tems implement DNA storage operation requests 
from the upper layers. We will first briefly discuss 
synthesis, storage, and sequencing and then cover 
retrieval as it is central to the functioning of logical 
storage operations for DNA data storage.

IN SUMMARY, THE DNA CHANNEL 
LAYER ENCODES AN INPUT 
BITSTREAM SO THAT THE DNA 
SEQUENCES THAT ARE SENT TO THE 
PHYSICAL LAYER CAN BE EFFECTIVELY 
AND SUCCESSFULLY DECODED AFTER 
“TRANSMISSION.”
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Synthesis
DNA synthesis has historically been implemented with 
large machines, using hoses, valves, and plastic con-
tainers known in the life sciences as well plates. Hoses 
and valves will not disappear; however, advances 
in the semiconductor industry have enabled silicon 
technology-based implementations that miniatur-
ize the synthesis device and can achieve higher write 
throughput by synthesizing more sequences in paral-
lel (thousands in well plates versus billions on chips). 
For example, chips akin to static RAM arrays have been 
used to synthesize sequences of DNA, one sequence 
per array position8 (Figure 6).

Like other storage technologies, scaling relies on 
miniaturization of these positions so that more fit 
onto a chip, but instead of increasing capacity, more 
positions (synthesis sites) on a DNA synthesis chip 
increase write throughput, as more sequences can be 
synthesized simultaneously.

Sequencing
The two main methods of DNA sequenc-
ing considered for DNA data storage today are 
sequencing-by-synthesis (SBS) (Figure 7) and nano-
pore sequencing (Figure 8). SBS20,21 indirectly iden-
tifies the bases in a source ssDNA strand by recon-
structing a dsDNA strand from that source. As each 
complementary base is attached in building the 
dsDNA strand, the attachment event enables iden-
tification of the original source base, usually by opti-
cal means. Nanopore sequencing22,23 detects bases 
directly (no dsDNA construction) by measuring dis-
turbances in ionic current as a DNA strand is guided 
through a tiny opening (nanopore). Nanopores can 
be biological or, in development, solid state. A main 

tradeoff between the two methods is that SBS offers 
higher accuracy but typically requires a batched pro-
cess that results in high latency, while nanopore 
sequencing offers lower latency at typically lower 
accuracy. Both methods require physical retrieval and 
preparation of the molecules for reading that may add 
to the readout latency.

As with synthesis, further scaling in sequencing is 
needed to make DNA data storage practical, but the 
fundamentals for both synthesis and sequencing are 
now in place on semiconductor-based platforms, and 
scaling such platforms is something for which the 
technology industry has an impressive track record.
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FIGURE 7. SBS sequencing. (Source: Illumina, Inc.; used with 

permission.)
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FIGURE 8. Nanopore sequencing. (Source: National Human 

Genome Research Institute, https://www.genome.gov; used 

with permission.)
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Storage
After being written and before being read, the DNA 
molecules need to be stored in an environment that 
prevents them from degrading.9,10,11 While a wide vari-
ety of preservation methods are common in biotech-
nology broadly, DNA used for data storage is typically 
stored dry and in a chemically inert environment to 
increase storage density and stability. Significantly, 
with such methods, DNA for data storage shows 
potential for extremely long endurance at room tem-
perature, supporting reliable long-term storage that is 
low cost and sustainable. We expect that large pools 
of DNA molecules (say, terabytes of storage) will be 
organized into even larger libraries where pools will be 
addressed using a physical coordinate system,12 like 
tape libraries today.

Retrieval: Probes for 
storage operations
Retrieval defines how DNA molecules are extracted 
from a DNA archive and prepared for sequencing. The 
most basic operation is to read the entire archive, 
which is equivalent to reading all data in a tape from 
beginning to end. However, when a pool of DNA contains 
multiple objects, random access operations (for exam-
ple, “seeking” the location of an object or searching for 
sets of objects) need to be performed on the pool.

There are a variety of methods to implement such 
operations, but two popular methods are PCR3,13,14 and 
DNA pull-out with magnetic nanoparticles15 (Figure 9).

PCR requires the session layer to assign a set of 
object IDs, which, at encoding time, the channel layer 

appends as a set of predefined DNA base sequences 
to both ends of every DNA sequence belonging to 
an object in the archive; these base sequences are 
referred to as target sites. At retrieval time, probes, 
that is, short DNA sequences that perfectly comple-
ment the target site of one or more objects, attach 
to the target molecules (recall that A pairs with T, 
and C with G) and, along with special enzymes called 
polymerases, kickstart the PCR process. Over multiple 
PCR cycles, the attached probes (called primers when 
used in PCR), enable the polymerases to copy only the 
target DNA molecules, making them more abundant 
than molecules representing other objects. The result 
is a pool in which most of the DNA molecules repre-
sent the object(s) to be read.

DNA pull-out with magnetic nanoparticles uses 
the same principle of DNA attachment but a differ-
ent method to make the molecules representing the 
object of interest more numerous in a solution. With 
this process, the channel layer only needs to append 
the object IDs as target sites at one end of every DNA 
sequence belonging to an object. At retrieval time, the 
probes are attached to magnetic nanoparticles. As 
the probes bind to target DNA molecules, the target 
DNA molecules can then be separated from the rest of 
the DNA molecules in the pool with a magnet.

For either random access method, additional 
preparation steps such as further PCR steps and DNA 
cleanup may be required, depending on the sequencer 
used for reading the information out.

Tradeoffs between different chemical implemen-
tations of object random access along dimensions 

Object A

Object B

Copied

Not Copied

Selected

Not Selected

Probe

Target Site Magnetic
Nanoparticle

(a)  PCR (b)  Magnetic Nanoparticle Pull-Out

Ploymerase
Enzyme

FIGURE 9. Two random access methods: (a) Probe attaches to the target site so that only the DNA sequences with the Object 

ID are copied during PCR. (b) Probe attaches to the target site of sequences with the Object ID, and magnetic nanoparticles 

used for molecular pull-out with a magnet.
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such as reliability, preparation, and reading overheads 
are an active area of research for DNA data storage,16 
as well further work on implementing even more 
advanced operations such as search,17 content simi-
larity search,18 file preview,19 etc.

This discussion has shown how, for the same 
read-object request from the session layer, different 
mechanisms can be used at the lower channel and 
physical layers, similar to how two NAND flash storage 
devices are implemented differently despite using the 
same command interface.

While DNA as a storage medium has fundamen-
tal differences from traditional storage, many 

of the data transformations and error processing 
considerations for DNA data storage have analogies 
to transmitting data through “traditional” network/
storage electrical channels. It is our hope that framing 
DNA data storage implementation methods in the OSI 
layered storage model will help the nascent DNA data 
storage ecosystem evolve. 
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The increasing use of pervasive healthcare moni-
toring and assistance systems has raised aware-
ness both of the potential of these systems and of

their potential shortcomings. The recent pandemic,
alongside the challenges of supporting an ageing popula-
tion in many countries, have placed increasing strain on
healthcare systems worldwide. Pervasive monitoring
offers the potential to inform clinicians’ decisions, helping
to ensure that patients receive the care they need. To
know whether this promise can be realised, it is key to
understand and monitor how well these systems work in
real-world contexts as part of an ongoing validation and
review process, to ensure that they are not used in envi-
ronments or contexts in which they perform poorly. Vali-
dationmay also look beyondmodel performance in order
to evaluate the clinical relevance of a system, ensuring
that it can provide the required functionality in the target
user population to an adequate level to meet the needs
of healthcare professionals. To be useful, a system must
also be accessible to individuals making use of the data,
such as clinicians or caregivers, and therefore it is also
advantageous tomonitor the system’s usability to under-
stand how effectively the information held is transmitted
to these stakeholders. Consider, for example, a system
designed to monitor the progression of dementia: The
system should be able to make clinically relevant judge-
ments about the extent to which everyday behaviors
reflect cognitive decline, expressing these in such a way
that their clinical relevance is clear.

Pervasive health monitoring systems are typically
trained to recognize facets of a person’s daily activities,
health status, or behavior. To build models capable of
detecting these on a wearable, mobile, or pervasive plat-
form, a ground truth containing appropriately labeled data
is necessary for training and testing purposes. The poten-
tial for bias in sensor development is significant, and
awareness of the fragilities of the validation and training
processes has increased in recent years. As a simple
example, the shortcomings of medical technologies, such
as pulse oximeters illustrate the lack of inclusivity in the
validation process. These tools rely on near-infrared light
transmission to noninvasivelymonitor arterial hemoglobin
oxygen saturation and are sensitive to skin pigmentation.
The consequences of such bias can be significant to
healthcare. A 2022 study found that in the COVID-19 pan-
demic, Asian, Black, and Hispanic patients received less
supplemental oxygen than White patients, associated
with differences in pulse oximeter performance.

Activity and behavior recognition systems are typi-
cally muchmore complex, monitoring complex behaviors
inmany clinical contexts andpotentially relying on a com-
bination (fusion) of several sensors, so are likely to be sen-
sitive to variation inmany factors, including demographic,
social, cultural, and lifestyle. Consider the deployment of
a dementia-progression sensor in domestic homes. It
must be robust to differences in individual activities
resulting from differences in who we live with, how we
approach everyday tasks and how we use our homes: for
example, everyday activities such as cooking vary a great
deal depending onwhat we choose to cook. These issues
are likely to be further aggravated by temporal drift, as
any initial training data provided by the users themselves
becomes less relevant over time.3 This does not neces-
sarily reflect intrinsic change, and could result from
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causes as simple as the purchase of a new piece of
kitchen equipment that changes the way we approach a
cooking task. There are mitigating steps that can be
taken to minimize the impact of these factors. However,
to reduce the likelihood of poor diagnosis and outcomes
as a result of tools that operate poorly in a particular con-
text of use, and to reduce the risks of bias and unfairness,
broader and more extensive validation and ground truth-
ing is recommended—if deployed in the real world, sys-
tems should be robust enough to cope with the broad
diversity seen in real-world conditions.

Collection and labeling of data can be invasive and
time-consuming, and raise security and privacy risks for
participants. Where data collected can be directly anno-
tated, a subset of data collected during the ordinary
course of a product’s use may be manually annotated—
as with voice agents like Alexa—to evaluate and improve
the tool’s performance, raising the risk of unauthorized
disclosure, etc. In many applications that ordinarily make
use of “opaque” data, that is, data which are difficult to
label directly, supplemental modalities of data are
required, such as video or audio, which support offline
annotation. The community is therefore faced with the
task of responsible data annotation: finding methods to
collect the necessary ground-truth data in such a way as
tomaximize the quality of the result, whileminimizing the
impact and risk on the participant. This is further compli-
cated by the observation that pervasive healthcare sys-
tems are often designed and deployed in contexts where
legal frameworks and participant expectation coincide in
a strong expectation of privacy, such as in private homes
and healthcare settings.

CHALLENGE: ANNOTATING THE
EVERYDAY LIVES OF PEOPLE
WITH DEMENTIA

Inwhat follows,wewill discuss different challenges asso-
ciated with ensuring privacy and security in data annota-
tion. To illustrate these challenges, we will use the
insideDEM study as a running example.7 The aim of the
insideDEM project was to develop and analyse a dataset
in order to understandwhether a pervasive systemcould
support clinical decision-making in dementia care. Nurs-
ing staff have limited time to observe and work with
each patient, so potentially systems that could provide a
good understanding of patient symptoms could help
decision-making around changes in behaviour, as well as
motivating decision-making around patient safety and
wellbeing. To this end, we collected and analysed sen-
sory data describing the everyday life of people suffering
fromdementia. The datawere collected at two locations,
one senior home with people in the late stages of

dementia and another senior home with people who
were in the middle stages of dementia. The goal of the
data analysiswas to recognize the exhibition of challeng-
ing behavior associated with the progression of the
disease and the collected data were annotated corre-
spondingly online (i.e., at the time of data collection)
using dementia care mapping (DCM), which is an online
method where a trained mapper annotates the behavior
of up to eight participants in a five minutes interval.
DCM is a standard tool for measuring the quality of care
of people with dementia and it has been shown to be
suitable for assessing behavioral problems in activities
of daily living. Later, a more accurate offline annotation
was produced by looking at the video logs.

PRIVACY AND SECURITY
CONCERNS IN ENHANCED DATA
COLLECTION AND LABELLING

Security of healthcare data is a concern to users and
hence an obstacle to adoption.5 High-profile existing con-
troversies and past data breachesmay be a factor, asmay
the novelty of the platformsused, whichmay result in vari-
ation in sensitivity to privacy and security. Users put high
importance on the protection of health data and may
have concerns about access by others (e.g., family mem-
bers), how it is processed, and for what purpose.5 The per-
ception that a platform is secure can facilitate adoption.

The collectionof additional data for annotationmaybe
viewed as a form of “enhanced surveillance,” data collec-
tion beyond that required to achieve a platform’s primary
aims. Steps that can be taken to support acceptance of
such activity include: thorough, informative, and accessi-
ble informationmade available at all stages about annota-
tion activities, including any privacy-enhancing steps and
security provisions taken to limit the risks; meaningful
engagement with participants and stakeholders to sup-
port co-design and to understand participant perspec-
tives; developing effective explanation strategies and
supports, rather than relying solely on documentation or
terms and conditions; an ongoing consent model, rather
than a one-off model; building and sharing an effective
model of the risks of particular data types or modalities;
employing technicalmeasures (such as privacy-enhancing
technologies) and organizational controls to protect par-
ticipant data against privacy and security risks.

In the insideDEM example, we observed privacy con-
cerns both by the familymembers of the participants and
by the nurses in the senior homes. One family member
refused for his relative with dementia to be video
recorded, which resulted in a lack of video recordings in
thefirst location,meaning that online annotationbecame
an essential component of the dataset. Nurses also
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shared that they felt monitored and controlled by the use
of video technology and it was a challenge to convince
them to participate in this study. As we note later in this
article with regards to the risk of a data breach, the con-
cerns of clinical staff and family members are well rea-
soned and often grounded in well publicized existing
cases. For example, the participants' concerns in inside-
DEM echo the broader international debate around the
use of cameras tomonitor treatment of residents in nurs-
ing homes.2 The potential for these data to be adapted to
monitor staff more broadly or to be used in ways which
compromise resident privacy is widely discussed.

When exploring the possibility of participation in a
study, it is useful to bear in mind the ethical boundaries
of persuasion and to strive for rational persuasion, in
which the potential participant reaches their decision
based on reasoned consideration of the reasons
advanced by the researchers.8 It is important also to
contend with the fact that as researchers in healthcare,
many nonrational means of persuasion are also present,
ranging from peer pressure to appeal to authority,
which—especially given the hierarchies of power
involved in a work context—may exceed what is appro-
priate. Coercion (force, leading to deprivation of choice)
and manipulation (imposition of covert influence upon
decision-making) must be avoided, and even persuasive
methods are problematic in contexts in which it is not
clear that the intended outcome is in the best interests
of those being influenced.

In this note, we identify several steps that can be
taken when designing an annotation task to under-
stand and document the risks to those involved in col-
lecting a dataset; to reduce the risks and reassure
participants; and to communicate effectively about
technologies, risks, benefits, and outcomes.

CENTERING PARTICIPANT AND
STAKEHOLDER PERSPECTIVES

Participant and stakeholder engagement provides insight
into the environment and its actors, and begins by discov-
ering who is involved, who is affected by data collection,
and their roles. Participatory design approaches, increas-
ingly used in healthcare, involve participants directly in the
design process in ways that empower them to influence
the outcome. Deployment processes are often viewed as
negotiations.4 This was also true in insideDEM, during
which researchers liaised with nursing home staff, resi-
dents, and their familymembers to understand their views
on the study and the technology used, with the ultimate
aimof negotiating informed consent.Wemadeuse of their
feedback to modify our approach in line with the issues
and preferences raised. In particular, as mentioned

previously, we did not use video in one of the insideDEM
locations.

While such compromises are vital, it is important to
recognize the risks. In the case of insideDEM, following
analysis, the online annotation used was shown to be
very inaccurate. In the second location, in which video
recordings were taken, we were able to reannotate the
dataset based on the video logs. For the first location, as
video was unavailable, we were unfortunately unable to
reconstruct an accurate ground truth. This limitation in
the ability to repair a damaged dataset is a risk that
emerges from light-touch annotation approaches. A
strategy that may help to mitigate these risks is to make
use of additional pilot studies in minimally invasive envi-
ronments, helping to inform researchers’ knowledge of
the options, identify effective mitigations, and provide
accessible examples of what is planned. Pilot studies can
also be used to support good, clear explanations of the
planned research. Furthermore, participatory design
methods such as co-design help to build in participant
perspectives “from the ground up.”

It is useful to recall that participant acceptance
does not imply legality, just as what is legal is not nec-
essarily acceptable to participants. Perceived data
sensitivity from technology users does not necessarily
align with legal and regulatory definitions and guid-
ance.1 Nonetheless, participant engagement is a key
aspect of “privacy by design and by default,” the
broader aim of which is to identify ways of achieving
our goals, while minimizing risks, foregrounding con-
sent, and encouraging participants to remain in con-
trol of decisions taken around their data.

UNDERSTANDING THE RISKS
OF “RICH”DATA

Data are commonly understood by reference to the ways
those who collected the data thought it would be used.
That is, the intent behind collecting a particular data type
is often conflated with the capabilities of the data. How-
ever, for privacy concerns to be taken into account, it is
important to realize that data may contain a great deal
more information than the information we are interested
in. Custodians of data do not always knowwhat potential
a datasetmay have, or how itmay be used by others.

Data suitable for annotation are by definition data
that contain adequate information to support the label-
ing process. There is a high likelihood that such data con-
tains more information than the labeling process
requires. For example, to validate a speech-to-text sys-
tem, it is important to know that the system has tran-
scribed the text in a way that agrees with a human
annotator: However, the content of the text may contain
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causes as simple as the purchase of a new piece of
kitchen equipment that changes the way we approach a
cooking task. There are mitigating steps that can be
taken to minimize the impact of these factors. However,
to reduce the likelihood of poor diagnosis and outcomes
as a result of tools that operate poorly in a particular con-
text of use, and to reduce the risks of bias and unfairness,
broader and more extensive validation and ground truth-
ing is recommended—if deployed in the real world, sys-
tems should be robust enough to cope with the broad
diversity seen in real-world conditions.

Collection and labeling of data can be invasive and
time-consuming, and raise security and privacy risks for
participants. Where data collected can be directly anno-
tated, a subset of data collected during the ordinary
course of a product’s use may be manually annotated—
as with voice agents like Alexa—to evaluate and improve
the tool’s performance, raising the risk of unauthorized
disclosure, etc. In many applications that ordinarily make
use of “opaque” data, that is, data which are difficult to
label directly, supplemental modalities of data are
required, such as video or audio, which support offline
annotation. The community is therefore faced with the
task of responsible data annotation: finding methods to
collect the necessary ground-truth data in such a way as
tomaximize the quality of the result, whileminimizing the
impact and risk on the participant. This is further compli-
cated by the observation that pervasive healthcare sys-
tems are often designed and deployed in contexts where
legal frameworks and participant expectation coincide in
a strong expectation of privacy, such as in private homes
and healthcare settings.

CHALLENGE: ANNOTATING THE
EVERYDAY LIVES OF PEOPLE
WITH DEMENTIA

Inwhat follows,wewill discuss different challenges asso-
ciated with ensuring privacy and security in data annota-
tion. To illustrate these challenges, we will use the
insideDEM study as a running example.7 The aim of the
insideDEM project was to develop and analyse a dataset
in order to understandwhether a pervasive systemcould
support clinical decision-making in dementia care. Nurs-
ing staff have limited time to observe and work with
each patient, so potentially systems that could provide a
good understanding of patient symptoms could help
decision-making around changes in behaviour, as well as
motivating decision-making around patient safety and
wellbeing. To this end, we collected and analysed sen-
sory data describing the everyday life of people suffering
fromdementia. The datawere collected at two locations,
one senior home with people in the late stages of

dementia and another senior home with people who
were in the middle stages of dementia. The goal of the
data analysiswas to recognize the exhibition of challeng-
ing behavior associated with the progression of the
disease and the collected data were annotated corre-
spondingly online (i.e., at the time of data collection)
using dementia care mapping (DCM), which is an online
method where a trained mapper annotates the behavior
of up to eight participants in a five minutes interval.
DCM is a standard tool for measuring the quality of care
of people with dementia and it has been shown to be
suitable for assessing behavioral problems in activities
of daily living. Later, a more accurate offline annotation
was produced by looking at the video logs.

PRIVACY AND SECURITY
CONCERNS IN ENHANCED DATA
COLLECTION AND LABELLING

Security of healthcare data is a concern to users and
hence an obstacle to adoption.5 High-profile existing con-
troversies and past data breachesmay be a factor, asmay
the novelty of the platformsused, whichmay result in vari-
ation in sensitivity to privacy and security. Users put high
importance on the protection of health data and may
have concerns about access by others (e.g., family mem-
bers), how it is processed, and for what purpose.5 The per-
ception that a platform is secure can facilitate adoption.

The collectionof additional data for annotationmaybe
viewed as a form of “enhanced surveillance,” data collec-
tion beyond that required to achieve a platform’s primary
aims. Steps that can be taken to support acceptance of
such activity include: thorough, informative, and accessi-
ble informationmade available at all stages about annota-
tion activities, including any privacy-enhancing steps and
security provisions taken to limit the risks; meaningful
engagement with participants and stakeholders to sup-
port co-design and to understand participant perspec-
tives; developing effective explanation strategies and
supports, rather than relying solely on documentation or
terms and conditions; an ongoing consent model, rather
than a one-off model; building and sharing an effective
model of the risks of particular data types or modalities;
employing technicalmeasures (such as privacy-enhancing
technologies) and organizational controls to protect par-
ticipant data against privacy and security risks.

In the insideDEM example, we observed privacy con-
cerns both by the familymembers of the participants and
by the nurses in the senior homes. One family member
refused for his relative with dementia to be video
recorded, which resulted in a lack of video recordings in
thefirst location,meaning that online annotationbecame
an essential component of the dataset. Nurses also
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a great deal of information about the data subject, their
activities, and their acquaintances. So the ways in which
data could be processed are a better signifier of their sen-
sitivity than our intent in collecting them.

In the insideDEM project, the video data collected
for annotation are an example of data that contain
much more information than the features we are inter-
ested in. We were interested in the annotation and
identification of challenging behaviors, such as pacing,
apathy, and agitation, but, of course, the video log pro-
vides us also with a lot of information about other
activities, interactions in the senior home, and persons
that are not part of the study (guests or nurses), and if
the data are not handled properly, it could provide a lot
of private or sensitive information. To handle this prob-
lem, technical and organizational measures were
employed. Only a few people whowere cleared through
the ethics proposal were allowed to see and annotate
the data. The data were on a secure server, to which
only certain people had access, and encrypted at rest.
TheML researchers never saw or used the video logs.

PRIVACY-ENHANCING TOOLS
(PETS) IN ANNOTATION

In the insideDEM project, online annotators were
trained to annotate a certain set of challenging behav-
iors and ignore any other features identified. The draw-
back of the online approach is that contextual
information is lost; the annotation is not very accurate,
as compared to offline annotation based on video log.
However, the use of selective attention has an analogue
in offline annotation, specifically in the use of technolo-
gies designed to reduce the amount of unnecessary
data collected, and to maximize the relevance of the
representation shown to annotators.

A helpful guideline in personal data management is
the principle of data minimization—collect only the
data that are relevant and necessary for the purpose.
Appropriate technologies can make this easier. For
example, video streams can be preprocessed using
PETs. These might for example employ simplified rep-
resentations of the individual using an abstraction,
such as a bounding box, silhouette, skeleton, or “car-
toon depiction.” In this manner, identifiable features
are substituted with alternative representations that
are less identifiable but still carry relevant information.

The selection of appropriate preprocessing meth-
ods is a research task in itself. To be used effectively,
it is important to have an understanding of what infor-
mation is retained in the processed representation.
This informs the use of these data for annotation, and
is also helpful in mapping residual risk.

Whilst protective to participant privacy, such prepro-
cessing has drawbacks. For example, the quality of anno-
tations may suffer as a result of the reduced expressivity
of the data. If it becomes desirable to reanalyze data with
different labels or at a more detailed granularity, a repre-
sentation deemed adequate for the initial study may be
inadequate for the new approach. However, such tech-
nologies help to minimize the risk of data breaches. If
unauthorized access is gained to data of this kind, a par-
ticipant is less likely to be reidentified or harmed. It is also
worth considering that appropriate preprocessing has
the potential to facilitate the annotation task, for exam-
ple, by highlighting relevant features or events.

MEANINGFUL CONSENT
AND EXPLAINABILITY

Consent is a vital principle in data collection. Commu-
nicating clearly about data and how it is used and
processed is an important part of ensuring that people
understand what data are collected, what the risks
and benefits are, and how these are managed, how
the data will be used, and what precautions are taken
to safeguard the data. Effective explanation in the
context of pervasive healthcare is an active research
area4 which, while it links to explainable AI, includes a
broad range of concerns ranging from the establish-
ment of common ground and shared mental models
to negotiation of vocabularies, development of effec-
tive strategies for demonstrating and discussing tech-
nical functionality, user experience, and so on.

In our case study, there is a very clear tension
between the potential of systems derived from our data
to improve the everyday lives of people with dementia
and of healthcare professionals and family members,
and the potential for the intrusive process of data col-
lection to cause harm. A shared understanding of the
problems, the risks to participants, the mitigating fac-
tors that limit these risks, and the potential benefits of
the research, are essential elements in supporting ratio-
nal decision-making—not only in terms of the decision
to participate, but in negotiating which elements of the
research a potential participant wishes to take part in,
andwhich they do not (e.g., granular consent).

While theprocess of negotiating consent iswell under-
stood, the long-termnature, unobtrusive profile, and “tool/
agent” purpose of many pervasive systems complicates
consent in several ways. First, consent once earned is not
automatically valid forever. Rather, it may require regular
review, taking into account several circumstances: for
example, a person may: simply change their mind; no lon-
ger find participation useful or relevant; be unable to con-
sent due to cognitive decline or amental health condition.
Consent decisions may also require review due to
changes in theway data are used, whichmay be driven by
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a great deal of information about the data subject, their
activities, and their acquaintances. So the ways in which
data could be processed are a better signifier of their sen-
sitivity than our intent in collecting them.

In the insideDEM project, the video data collected
for annotation are an example of data that contain
much more information than the features we are inter-
ested in. We were interested in the annotation and
identification of challenging behaviors, such as pacing,
apathy, and agitation, but, of course, the video log pro-
vides us also with a lot of information about other
activities, interactions in the senior home, and persons
that are not part of the study (guests or nurses), and if
the data are not handled properly, it could provide a lot
of private or sensitive information. To handle this prob-
lem, technical and organizational measures were
employed. Only a few people whowere cleared through
the ethics proposal were allowed to see and annotate
the data. The data were on a secure server, to which
only certain people had access, and encrypted at rest.
TheML researchers never saw or used the video logs.

PRIVACY-ENHANCING TOOLS
(PETS) IN ANNOTATION

In the insideDEM project, online annotators were
trained to annotate a certain set of challenging behav-
iors and ignore any other features identified. The draw-
back of the online approach is that contextual
information is lost; the annotation is not very accurate,
as compared to offline annotation based on video log.
However, the use of selective attention has an analogue
in offline annotation, specifically in the use of technolo-
gies designed to reduce the amount of unnecessary
data collected, and to maximize the relevance of the
representation shown to annotators.

A helpful guideline in personal data management is
the principle of data minimization—collect only the
data that are relevant and necessary for the purpose.
Appropriate technologies can make this easier. For
example, video streams can be preprocessed using
PETs. These might for example employ simplified rep-
resentations of the individual using an abstraction,
such as a bounding box, silhouette, skeleton, or “car-
toon depiction.” In this manner, identifiable features
are substituted with alternative representations that
are less identifiable but still carry relevant information.

The selection of appropriate preprocessing meth-
ods is a research task in itself. To be used effectively,
it is important to have an understanding of what infor-
mation is retained in the processed representation.
This informs the use of these data for annotation, and
is also helpful in mapping residual risk.

Whilst protective to participant privacy, such prepro-
cessing has drawbacks. For example, the quality of anno-
tations may suffer as a result of the reduced expressivity
of the data. If it becomes desirable to reanalyze data with
different labels or at a more detailed granularity, a repre-
sentation deemed adequate for the initial study may be
inadequate for the new approach. However, such tech-
nologies help to minimize the risk of data breaches. If
unauthorized access is gained to data of this kind, a par-
ticipant is less likely to be reidentified or harmed. It is also
worth considering that appropriate preprocessing has
the potential to facilitate the annotation task, for exam-
ple, by highlighting relevant features or events.

MEANINGFUL CONSENT
AND EXPLAINABILITY

Consent is a vital principle in data collection. Commu-
nicating clearly about data and how it is used and
processed is an important part of ensuring that people
understand what data are collected, what the risks
and benefits are, and how these are managed, how
the data will be used, and what precautions are taken
to safeguard the data. Effective explanation in the
context of pervasive healthcare is an active research
area4 which, while it links to explainable AI, includes a
broad range of concerns ranging from the establish-
ment of common ground and shared mental models
to negotiation of vocabularies, development of effec-
tive strategies for demonstrating and discussing tech-
nical functionality, user experience, and so on.

In our case study, there is a very clear tension
between the potential of systems derived from our data
to improve the everyday lives of people with dementia
and of healthcare professionals and family members,
and the potential for the intrusive process of data col-
lection to cause harm. A shared understanding of the
problems, the risks to participants, the mitigating fac-
tors that limit these risks, and the potential benefits of
the research, are essential elements in supporting ratio-
nal decision-making—not only in terms of the decision
to participate, but in negotiating which elements of the
research a potential participant wishes to take part in,
andwhich they do not (e.g., granular consent).

While theprocess of negotiating consent iswell under-
stood, the long-termnature, unobtrusive profile, and “tool/
agent” purpose of many pervasive systems complicates
consent in several ways. First, consent once earned is not
automatically valid forever. Rather, it may require regular
review, taking into account several circumstances: for
example, a person may: simply change their mind; no lon-
ger find participation useful or relevant; be unable to con-
sent due to cognitive decline or amental health condition.
Consent decisions may also require review due to
changes in theway data are used, whichmay be driven by
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external forces or result from appropriation, the adapta-
tion of existing technologies for newpurposes.6

It is possible to justify some forms of data collection
on a lawful basis other than consent, for example, EU law
offers “Legitimate interest,”which applies when personal
data are processed in a way that the data subject would
expect and which offers a clear benefit (e.g., improve-
ment in the performance of a system, improving out-
comes for its users). Some personal data, however, are
sensitive—relating to health, biometric information, or
some other private information, and in this case, it is vital
that those whose data are collected understand and
agreewith what is happening, or when they are unable to
give consent, that an appropriate process is followed.

Such assurances were sought by several stake-
holders during the insideDEM project; for example,
one family member was very concerned that the data
would be collected in such a way that data breaches
could easily occur. This is by no means an unreason-
able concern, as individuals who follow technology
news will be aware of several high-profile cases in
which consumer surveillance equipment resulted in
severe data breaches. A keystone of meaningful con-
sent is good, effective, and accurate explanation.

CONCLUSION
Pervasive healthcare applications are likely to become
increasingly significant parts of healthcare monitoring.
High-quality labeled data are key to building tools that
work well in the many real-world contexts where they
would bemost useful. Yet data labeling receives little cov-
erage in papers and articles, and the lessons learned by
researchers are not always shared. This makes the task
of ensuring that annotation is treated securely and in a
privacy ensuring manner even more challenging than it
might otherwise be. In this note, we described some of
the associated challenges and attempted to identify
potential solutions.
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DEPARTMENT: LAST WORD

Privacy in the Era of 5G, IoT, Big 
Data, and Machine Learning
Elisa Bertino , Purdue University

We have today a number of technolo-
gies that, when combined, can sup-
port unprecedented applications and 

significantly enhance existing applications. These 
technologies include 5G cellular networks, big data, 
machine learning, and the Internet of Things (IoT). The 
combination of those technologies allows us to: a) 
increase our capacity for pervasive, fine-grained, and 
continuous data gathering and for the effective and 
efficient processing of these data (even with real-time 
guarantees); b) generate knowledge from data and 

continuously evolve this knowledge, thus supporting 
recommendation systems and decision processes—
also accompanied by suitable explanations; and c) 
make devices, control systems, and cyberphysical 
systems intelligent and autonomous.

However, many such technologies collect and/
or use data, which often contain privacy-sensitive 
data. Collected data, even if anonymized by removing 
identifiers such as names or Social Security numbers, 
when linked with other data may lead to reidentifying 

the individuals to which specific data items are 
related. Also, as organizations, such as governmental 
agencies, often need to collaborate, they exchange 
datasets, resulting in these datasets being available 
to many different parties. Privacy breaches also 
occur at many different layers (for example, networks, 
hosts, and applications) and components in our inter-
connected systems. An example of a privacy attack 
in the context of a cellular network is the ToRPEDO 
side-channel attack,1 which exploits the paging pro-
tocol to track users.

On the other hand, security techniques imple-
mented by applications, especially the mobile ones, 
often have vulnerabilities, which undermine privacy. 
Notable examples are vulnerabilities in authentication 
protocols, such as in conventional login-password- 
based authentication and in SMS-based one-time pass-
words, or the use of covert channels and side channels 
to bypass the permission systems of the underlying 
operating systems.2 It is important to emphasize that 
security and privacy are two different requirements. 
However, security is a prerequisite for privacy. The 
use of machine learning techniques further threatens 
privacy because of attacks such as the inversion ones 
by which a party can infer the sensitive contents of the 
data samples used for training. Finally, the increased 
adoption of wearable devices and continuous data 
streaming from these devices allows a party to collect 
fine-grained geo-temporal data about individuals.

Given the many ways by which data privacy can 
be breached, one may wonder whether the battle for 
privacy is lost or whether something can be done. In 
this respect, it is important to notice that research 
and industry have proposed many privacy-preserving 
techniques over the last 20 years, ranging from 
cryptographic techniques, such as oblivious data 
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structures, which hide data access patterns, and 
homomorphic encryption to data anonymization 
techniques, which transform data to make it more 
difficult to link specific data records to specific indi-
viduals or perturb the data. The problem of location 
privacy has also been the focus of extensive research 
both in the past and recently. Research efforts have 
also been devoted to investigating privacy-preserving 
techniques for data in the cloud, on smartphones, and 
in social networks. Finally, trusted environments have 
been developed that represent an important building 
block for privacy-preserving techniques.

However, despite the availability of many privacy- 
preserving techniques, we are still far from satisfac-
tory solutions to privacy. The first reason is that 
privacy depends very much on user personal prefer-
ences, contexts, and culture. Therefore, we need 
privacy-preserving techniques that can be personal-
ized. The other reason is that several privacy regula-
tions have been defined over the years, such as the 
Health Insurance Portability and Accountability 
Act (HIPAA) and General Data Protection Regula-
tion (GDPR). Technical solutions need to comply 
with these regulations—and in some cases, coming 
up with approaches is challenging, and also, these 
approaches need to be complemented by proper 
organizational processes.

Finally, it is important to notice that different 
privacy techniques must be used depending on the 
tasks to be executed on the data, such as record 
linkage, data analytic, and operational tasks, and on 
the specific transactions a user is executing, such as 
browsing the web, getting recommendations on mov-
ies, and buying products online. In the latter context, 
techniques proposed for privacy-preserving digital 
and for privacy-preserving e-commerce transactions 
are critical. Those techniques combined with network 
anonymizers and application-level privacy techniques 
are critical building blocks for holistic online privacy.

Given that we have all those privacy-preserving 
technologies, what more do we need for privacy? What 
we need are holistic privacy-preserving environments 
able to combine privacy-preserving approaches with 
adaptation to different user contexts and tasks to 
achieve “privacy protection in depth.” Users consider 
privacy important, but they often feel that privacy is 
complex to manage.

However, there is also the key question of “per-
sonal privacy versus collective safety,” as ultimately, 
the choice of making available (some of) our personal 
data, and thus renouncing some privacy, to benefit 
society is a personal choice. Users must be able to 
make informed decisions. Therefore, two challenging 
questions need to be addressed: 1) How can we make 
it possible for people to make decisions about “per-
sonal privacy versus collective safety”? 2) How can 
we make it possible to reconcile those two seemingly 

opposing goals? We believe that data transparency 
and policy-based use of data are two key elements 
relevant to answering these questions. 
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This article delves into scams, frauds, and deceits in the nonfungible token (NFT) market. It 
also proposes a typology of cyberattacks and other malicious behaviors in the NFT space.

The nonfungible token (NFT) market is growing 
rapidly. According to Lithuania-based data 
acquisition and analysis company DappRadar, 

which tracks decentralized applications across mul-
tiple blockchains, the NFT market exceeded US$23 
billion in 2021 compared to less than US$100 million 
in 2020.1 The U.S. multinational investment bank and 
financial services company Morgan Stanley estimates 
that the NFT market could reach US$240 billion in 
2030.2 This rapid growth in the NFT market has offered 
a wide variety of opportunities for scammers, fraud-
sters, and cybercriminals. The targets of such acts 
are creators and owners as well as consumers and 
buyers of NFTs. Investors in NFT projects have also 
been defrauded. Some perpetrators use techniques 
such as hacking and malware that are intended to gain 
unlawful access to victims’ digital wallets that store 
NFTs and other cryptoassets. Others rely on novel but 
simple social engineering scams to convince victims 
to invest in fake schemes involving NFTs and to divulge 
sensitive information that can be used to breach 
cryptoaccounts.

Instances of other abusive practices such as 
insider trading have also been reported. In September 
2021, the world’s largest NFT marketplace, OpenSea, 
admitted that its product head was engaged in an 
insider trading scam. The scheme involved buying an 
NFT before it was advertised. When buyers’ interest in 
the NFT increased, the asset would be sold at a higher 
price.3 In one trade, a digital artwork was bought for 

US$822 and sold for US$4,000.4 In this article, I dis-
cuss how NFTs are vulnerable to breaches, bugs, and 
attacks as well as other types of scams, frauds, and 
deceits. The article delves into cyberattacks and other 
malicious behaviors in the NFT space.

CYBERATTACKS AND OTHER 
MALICIOUS BEHAVIORS IN THE 
NFT SPACE

Cryptoassets, such as cryptocurrencies and NFTs, 
are vulnerable to cyberattacks at various levels. 
First, NFTs face risks related to the platform on which 
smart contracts run.5 That is, the blockchain behind 
the NFTs themselves could be vulnerable to hack-
ing. For instance, Ethereum was hacked in 2016 by 
exploiting vulnerabilities in the code of the decentral-
ized autonomous organization (DAO). Note that the 
DAO was launched by a group of Ethereum develop-
ers, who are run through smart contracts and do not 
need centralized management and the direct con-
trol of self-interested institutions. At the next level, 
exchanges that facilitate the trading of NFTs (for 
example, OpenSea) have their own vulnerabilities. 
Finally, cybercriminals can hack wallets that are used 
to store NFTs.

Cyberattacks targeting NFTs mainly include 
actions against NFT exchanges and wallets. While 
NFTs are based on blockchain, exchanges and mar-
ketplaces such as OpenSea and Rarible, function in 
a centralized manner.6 Thus, they cannot seize the 
benefits of decentralized technologies, such as peer 
review systems to identify and fix bugs. Consequently, 
they are vulnerable to breaches, bugs, and attacks. In 
September 2021, a bug in the OpenSea token market 

Digital Object Identifier 10.1109/MC.2022.3144763 

Date of current version: 8 April 2022

This article originally  
appeared in 

 

vol. 55, no. 4, 2022



www.computer.org/computingedge� 43

led to the disappearance of 42 NFTs that were valued 
at more than US$100,000.7

There are two types of wallets: hot ones (for exam-
ple, accounts in an exchange/website-based wallets) 
and cold ones (for instance, those based on hardware 
or paper). NFTs that are stored in hot wallets are under 
the control of the wallet provider. For instance, custom 
protocols are used for accounts in cryptoexchanges, 
which are often based on a nonblockchain system.8 
The majority of attacks involving NFTs have been car-
ried out against hot wallets.

Social engineering, which involves emotional 
appeals, such as fear, pity, and excitement, to victim-
ize targets, has been a major modus operandi of most 
NFT fraudsters. Those parties establish interpersonal 
relationships and create a feeling of trust and com-
mitment to achieve their goals. Social engineering 
tricks are used to gain access to victims’ private keys 
to accounts associated with NFTs. In other cases, 
victims may be lured to click malicious links and down-
load files containing malware.

In addition to cybercrimes, many other unlaw-
ful and malicious behaviors occur in the NFT space. 
Perpetrators are taking advantage of the relative 
newness of the NFT market and potential victims’ 
lack of understanding of such assets. Other key chal-
lenges include underdeveloped regulations around 
cryptoasset intellectual property rights, copyright 
theft, unauthorized replication of NFT artwork, and 
the creation of phony NFT artwork.5 For instance, 
scammers are creating and selling NFTs without the 
knowledge and consent of the owners of the assets 
that the NFTs represent.

Some NFT platforms have facilitated fraudulent 
practices by allowing transactions without proper due 
process and verification. Twinci, which describes itself 
as the first NFT social marketplace, permits anyone 
to open an account and start creating and collect-
ing NFTs. A user can connect cryptocurrency wallets 

such as Metamask and imToken, and automatically set 
up a profile for them. Note, too, that wallets such as 
imToken do not require email addresses or any other 
personal information to set up an account. Once a 
user connects on Twinci, he or she can upload an 
image of an artwork. Twinci mints a token of the image, 
and the NFT is ready to go to the marketplace. Twinci 
accountholders can name their price in a chosen 
cryptocurrency.

SCAMS, FRAUDS, AND CRIMES 
INVOLVING NFTS: A TYPOLOGY

Table 1 presents a typology of cyberattacks and other 
malicious behaviors in the NFT space. The vertical axis 
represents fraudsters’ modi operandi. The horizontal 
axis shows the targets of the schemes. In this section, 
we discuss the nature of the crimes in each cell.

Cell 1
As mentioned, cybercriminals increasingly target dig-
ital wallets of NFT owners. In June 2021, an NFT artist, 
Fvckrender, reported that he was tricked into opening 
a file containing a virus delivered to his social media 
account,9 which enabled a criminal to access his dig-
ital wallets. He reported that the hacker stole 40,000 
Axie Infinity tokens valued at US$4 million within min-
utes.10 In a similar incident, in December 2021, an art 
curator and NFT collector reported the theft of 16 NFT 
tokens in a phishing attack. NFTs worth about US$2.2 
million were stolen from the collector’s hot wallet.11

Cell 2
As noted, NFT platforms face protocol risks such as 
hacking. Israeli cybersecurity company Check Point 
reported that it found vulnerabilities in OpenSea that 
could have enabled cybercriminals to sell malicious 
NFTs or trojanized digital art. Check Point research-
ers said that a security flaw in OpenSea made it pos-
sible for hackers to offer a malware-infected image file 
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as an NFT. For instance, a user could be lured with a 
free NFT. When he or she opened the NFT file, a series 
of malicious pop-ups pretending to be from OpenSea 
would deploy. One of them would request the user to 
connect his or her digital wallet. When the user did so, 
the hackers would steal funds. OpenSea patched the 
flaw when it was brought to the company’s attention.12

Another category of scams involves giveaways and 
airdrops, in which fraudsters lure victims by offering 
free NFTs. In such a scheme, a fake account sends a 
message to users on social media, such as Twitter, tell-
ing them that they have won an NFT. Users are given 
a link to a fake website, which asks them to connect 
their digital wallet and enter their seed phrase.13 The 
criminals then steal NFTs and digital currencies and 
tokens in the wallet.14

Cell 3
Some scammers use fake customer service pages 
to trick NFT owners into divulging sensitive informa-
tion. When creative producer and director Jeff Nich-
olas was trying to get help for a royalty issue from 
OpenSea in August 2021, a group of criminals mas-
querading as company employees scammed him. 
They invited Nicholas into a channel of the voice over 
Internet Protocol instant messaging and digital dis-
tribution platform Discord, called OpenSea Support 
Server. After hours of interaction, they convinced 
him to share his screen. When he did, they took a pic-
ture of the QR code synced to his private key, or seed 

phrase, which enabled them to gain full access to his 
cryptoassets. They stole 150 ether (ETH) valued at 
about US$480,000.15

Fraudsters also take advantage of the lack of 
clear regulations regarding the ownership of an 
NFT versus the ownership of the physical or digital 
object represented by the NFT.5 A distinct category 
of NFT scam involves creating and selling NFTs of 
works by high-profile artists without their knowledge 
and permission. Serbian artist Milos Rajkovic, who 
created video loops in which human faces and land-
scapes transform in strange ways (http://sholim.com 
/biography.html), was not involved with NFTs. In July 
2021, he found that 122 of his works were for sale on 
OpenSea. While the first fakes were removed, another 
account posted the same works. Fraudsters exploit 
NFTs because many artists and collectors do not know 
about crypto. This makes the market an attractive tar-
get.16 To cite another example, a scammer listed the 
Chinese artist Qing Han’s (known as Qinni) popular 
artwork Bird Cage on Twinci. The platform deleted 
the NFT and banned the account when the fraud was 
reported. However, other Twinci accounts had five 
listings connected to NFTs of Qing’s work. Some were 
listed for as much 500 TWIN (Twinci’s cryptocoin) (1 
TWIN = US$0.54 on 25 November 2021).17

Scammers are also reported to be creating and 
selling NFTs in the metaverse that falsely appear to 
be created by luxury brands. This has raised questions 
around ownership and legality. For instance, there is no 

The U.S. multinational investment bank and financial services company Morgan Stanley estimates that the NFT market could reach US$240 billion in 2030.

Victim/target ➩

Main element of the
victimization strategy

Technology a�acks, such as malware 
and hacking (mostly in combination 
with social engineering)

Purely social engineering and other 
nontechnological a�acks

Creators/owners of NFTs or the actual 
assets that NFTs represent

Cell 1

• A�acks targeting digital wallets of NFT 
creators/owners

Cell 3
• Creating fake NFT customer service pages 

to lure NFT creators/owners
• Creating and selling NFTs without the 

knowledge and consent of the owner of 
the actual assets that NFTs represent

• Tricking artists into paying to mint NFTs of 
their assets

Consumers/buyers of NFTs or investors
in NFT projects

Cell 2

• Exploiting security flaws in NFT platforms
• Giveaway scams

Cell 4
• Investment scams
• Tricking consumers into buying fake NFTs

TABLE 1. A typology of NFT scams.
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clear answer to whether sales of branded digital items 
are legal if the brand did not participate in creating the 
products. In the metaverse and gaming platform Rob-
lox, brands such as Gucci, Stella McCartney, and Nike 
have sold digital items. Users can also buy items that 
appear to be related to Burberry, Chanel, Prada, Dior, 
and Louis Vuitton despite the fact that these brands 
may not have been involved.18 Finally, scammers are 
said to approach artists to deceive them into paying 
money and cryptocurrencies, such as ETH, to have 
NFTs made from their work. The fraudsters then run 
off with the money.19

Cell 4
NFT investment scams have also proliferated. One 
example is the popular NFT project Evolved Apes, 
which is described on OpenSea as “a collection of 
10,000 unique NFTs trapped inside a lawless land.”27 
Scammers took 798 ETH from the project’s funds 
in multiple transfers. The funds were derived from 
the initial public sale of NFTs and commissions on 
the secondary market and meant for project-related 
expenses.20 More than 4,000 NFTs in the Evolved Apes 
offering were sold in a week.21 The artist who cre-
ated the images was not paid. A social media competi-
tion was launched to create buzz. The winners did not 
receive the promised NFT prizes.20 Cash giveaways 
were not delivered, and expenses for activities such as 
marketing and developing game and rarity tools, which 
are used by brands and creators to list NFT projects 
for a fee,22 were not paid. Scammers also trick con-
sumers into buying fake NFTs. They copy social media 
accounts of reputable companies and create fake 
pages that closely resemble the originals. Using the 
accounts, they sell bogus NFTs.13

PROTECTING AGAINST NFT SCAMS
Creators and owners of NFTs, owners of assets that 
are potentially attractive for creating high-value 
NFTs, and consumers, buyers, and investors need to 
be aware of a wide variety of crimes and scams tak-
ing place in NFT marketplaces and exercise security 
precautions. Owners of NFTs and assets that can be 
minted into NFTs must be vigilant and take measures 
to ensure that their assets are not misused. Consum-
ers should understand that buying an NFT is different 
from buying things on e-commerce websites. There 

is little recourse for victims of NFT scams. There are 
often no refunds and few protections.

In addition, for Ethereum-based NFTs, volatility and 
gas fees could increase the costs to execute smart 
contracts.23 There are also gas fees to transfer NFTs 
from marketplaces into personal cryptocurrency wal-
lets. For example, in September 2021, Time magazine 
announced the sale of NFTs that consisted of 4,676 
tokens tied to digital artwork. Each token was priced 
at 0.1 ETH (around US$310 based on the price then of 
ETH). All tokens were immediately sold, which clogged 
the Ethereum blockchain network. The fees also 
increased drastically. Buyers spent about four times 
as much on transaction fees as they did on the NFTs.24

It is also critical to understand NFT functions such 
as the storage of content and metadata. In most cases, 
an NFT is only a smart contract. Content and metadata 
are stored separately mainly because their files could 
be too large to hold on the Ethereum blockchain. Thus, 
while a contract may exist, the data can disappear. 
NFT markets such as OpenSea, Rarible, Foundation, 
and Nifty Gateway do not store images. They display 
only a media file linked with a code on the blockchain. 
If the media file is deleted from the actual source or the 
uniform resource locator to that source gets changed 
or breaks, a buyer may not be able to access an NFT 
from his or her digital wallet. For instance, online digi-
tal art NFT auction platform Nifty Gateway stores data 
with Cloudinary, a software-as-a-service company 
providing cloud-based image and video management. 
If Cloudinary shuts down, NFTs sold by Nifty Gateway 
may disappear.

Some argue that storing an asset as an interplan-
etary file system hash is better. The hash acts as an 
immutable fingerprint. Even in this case, a file can 
become unavailable if the only node storing it is dis-
connected from the network.25 An Australian artist 
and programmer found that most of the images asso-
ciated with NFTs were hosted in web 2.0 storage, which 
may lead to the “404: File not found” which means that 
a page does not exist.26 An NFT can also be removed 
at the source if a platform’s terms of service, such as 
those related to copyrights, are violated.28

In light of the proliferation of NFT-related invest-
ment scams, it is important to undertake due diligence 
of investment schemes. For instance, investors can 
use the Discord platform to understand the community 
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behind an NFT and get a feel for the project. They 
should interact with other members and follow topics 
of conversation. It is important to ask the creators 
questions about the project’s technical aspects. A 
lack of substance in the discussion can raise a red 
flag. If the creators have a presence on Discord and 
respond with details, the project is more likely to be 
genuine. People associated with fake projects may 
try to create distractions. It is also important to 
check if a project creator has an inflated social media 
following with a high number of fake Twitter follow-
ers. For instance, Followeraudit.com (https://www 
.followeraudit.com/?ref=alternativeassets.club) can 
be used to track the number of active, inactive, and 
fake followers of a project.

NFTs have provided a number of avenues for crimi-
nals, and thus there is a wide range of fraudulent 

acts in the NFT market. While some scams require 
technical skills, such as malware and hacking, only 
social engineering is sufficient to victimize targets in 
other schemes. The potential problem of storage fail-
ure is also an important issue that needs NFT buyers’ 
attention. Likewise, transaction fees may increase the 
amount buyers need to pay to get their NFTs. Because 
of the lack of a clear regulatory framework around 
the ownership of an NFT versus the physical or digital 
object being represented, some scammers are also 
creating and selling NFTs without the knowledge or 
permission of the owners. 
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Cryptographic–Biometric Self-
Sovereign Personal Identities
Doron Drusinsky, Naval Postgraduate School

This article describes a hybrid of self-sovereign identities (SSIs), cryptographic 
authentication, and biometric authentication, which allows remote yet secure proof 
of identity, all while addressing privacy concerns. The proposed technique addresses 
cooperative attacks, which are unique to the SSI embodiment of blockchain technology.

The emergence of online services provides 
increasing opportunities for personal identi-
ties to be utilized online for routine activities, 

such as online shopping, social networking, online 
banking, and online political activities. The two pre-
vailing identity management models are centralized 
and federated.

Centralized identities usually rely on a chain of 
trust of other centralized identities. For example, 
a corporate or government common access card 
(CAC) is issued after the person being identified (PbI) 
presents a state-certified (centralized) identity docu-
ment, such as a driver’s license or passport; airport 
Transportation Security Administration screening is 
an application that requires a state-issued identity, 
while entering the premises of a large corporation 
requires a corporate ID. At the present time, proof of 
identity using a state-certified identity requires the 
proof of possession of a hard-to-forge identity docu-
ment (“something I have”); supporting documentation 
is sometimes required as well (for example, for REAL 
ID), such as phone, utility, or property tax bills.

Clearly, whenever such a centralized identity is 
used, it is also exposed. Also clearly, the state or cor-
porate issuing entity has full control over the issuance 
and renewal of the identities it certifies; in fact, the 
PbI has no access to the records that contain his or 
her identity.

The upside of using centralized identities is that 
they are widely trusted. CAC cards enable remote 
authentication using a cryptographic scheme called 
challenge–response (CR), also known as the Sigma 
protocol1: the CAC card contains a chip that stores 
a unique secret key for the PbI, which is used to sign 
a random number the server generates; the server 
then verifies the signature using the PbI’s public key 
included in the PbI’s public identity certificate. That 
certificate, signed by a trusted certificate authority 
(whose own certificate is further signed in a chain of 
trust),2 contains the PbI’s identity. Consequently, the 
CR procedure binds the three artifacts: the private key, 
the public key, and PbI’s identity.

A federated identity is based on a digital identity 
issued by some well-known online “prime” entity, such 
as Facebook or Google, that is subsequently used 
as an attestation of trust to further sign on to some 
other online service. The (limited) trust provided by a 
federated identity is based on the prime entity limiting 
the creation of identities so that only humans (or cor-
porations) can create identities, with each creating, at 
most, one such identity.

Clearly, the prime entity has control over the iden-
tity in that it can remove the identity or block access to 
it at any time. In addition, prime entities have not been 
effective in limiting identities to being human PbIs; 
for example, bots have been known to have used fake 
Facebook accounts.3 It is also quite easy for an indi-
vidual to create a plurality of Facebook accounts using 
a plurality of email accounts. Hence, this category 
of identities induces only limited trust. For example, 
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most readers could trust that a Facebook entity post-
ing images of a known solar eclipse would be using a 
genuine identity. On the other hand, a Facebook entity 
posting images of stolen property has a reason to hide 
his or her true identity.

Question-and-answer (Q&A) sessions are a tech-
nique for establishing the trustworthiness of a claimed 
identity using randomly generated questions pertain-
ing to the PbI’s history, such as former residences, the 
amount of debt owed, property ownership, or similar 
information about relatives. While a dishonest PbI can 
possibly find the correct answers when allowed suf-
ficient time, a Q&A session is typically time limited.

This article is concerned with a third kind of iden-
tity called a self-sovereign identity (SSI). SSIs are not 
controlled by or stored with a centralized entity or 
prime entity behind a federated identity. Rather, as 
described in the next section, SSIs are stored in a pub-
lic, decentralized blockchain.

Allende López4 presents a high-level overview of 
SSIs using blockchain. In this article, I present a more 
detailed explanation of the blockchain implementa-
tion of SSIs with a special emphasis on remote proto-
cols for remote biometric authentication.

The Sovrin Foundation5 offers the Sovrin Identity 
Network, a public permissioned ledger for SSIs, and 
describes itself as a global nonprofit organization 
“whose sole purpose is governance of this ledger and its 
surrounding ecosystem.” Hence, the Sovrin Foundation 
is a nonprofit organization dedicated to the realization of 
an identity network that cannot be owned or controlled 
by any single company, organization, or government.

Centralized identities are always accompanied 
by some form of biometric authentication, such as a 
photograph or fingerprints. When using a centralized 
identity for onsite verification, such as during a bor-
der crossing, automated and manual techniques are 
used to correlate the assumed PbI with the identity 
document. In contrast, this article is concerned with 
trusted remote PbI verification.

A blockchain is a distributed data structure with 
no governing authority. A large, distributed collection 
of computers, owned by mostly unrelated entities, 
maintains a copy of the blockchain and repeatedly 
updates it using a distributed network formed by ran-
dom neighbor links. Blockchains do not have a central 
gatekeeper, like a bank, to verify transactions. Rather, 
in its digital currency form, described in my recent 
Computer article,6 a blockchain is a decentralized led-
ger of digital transactions in which trust is obtained by 
achieving consensus. Trust in the blockchain is a result 
of the distributed system arriving at a consensus that 
transactions are approved by the payer, the payer has 
the funds to pay, the payee (one or more) receives the 
precise amount being paid, and a transaction is not 
duplicated or emitted from the ledger. Consensus is 
achieved by a form of crowed-sourced verification, 
performed by a large plurality of computers called min-
ers. Both Bitcoin and Ethereum, the two largest cryp-
tocurrencies, rely on a consensus mechanism using 
either the energy-wasteful “proof-of-work” technique 
or a “proof-of-stake” technique to maintain a trustable 
ledger of transactions.

Blockchain technology is emerging as a technology 
capable of implementing SSIs. The first part of the arti-
cle describes a blockchain-based SSI implementation 
approach and some related concerns. The section “Bio-
metric Proof of SSI Ownership” describes methods of 
establishing the unique link between the PbI (the human 
entity), referred to as Bob, and his SSI using an integra-
tion of biometric authentication with blockchain-based 
SSIs. Such a link will prevent the use or abuse of Bob’s 
SSI by someone else who either obtains Bob’s secret 
key or, perhaps, even uses Bob’s device (with or with-
out permission) to masquerade as Bob.

In addition to its security-related qualities, the 
suggested method also ensures that Bob is alive when 
performing the transaction. This is especially impor-
tant for applications such as voting or attestation for 
Social Security benefits.
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BLOCKCHAIN-BASED SSIs
In its SSI use case, a blockchain stores digital identi-
ties rather than transactions. Having identities stored 
in a decentralized ledger means that there is no gov-
erning entity that controls the use and verification of 
stored identities. Unlike their cryptocurrency coun-
terparts, identities are nonfungible, that is, they can-
not be traded, exchanged, or split. Hence, an SSI is a 
form of nonfungible token (NFT) that cannot be fur-
ther exchanged. Table 1 lists the fungibility, onboard-
ing, and modification properties of blockchain records 
for the three abovementioned blockchain use cases.

Like its cryptocurrency and NFT blockchain coun-
terparts, an SSI identity needs to be verified to be 
added to the blockchain. More specifically, it needs to 
be verified as being genuinely true, having no duplica-
tion, and not being omitted from the ledger. Of these 
properties, it is only the first that is unique to the SSI 
blockchain use case.

We identify the following SSI-based blockchain 
operations:

1.	 onboarding an SSI into the blockchain
2.	 proof of identity using SSI
3.	 change of attributes (the change of the PbI’s 

personal identification attributes within the 
blockchain, such as his or her address, marital 
status, children, and so on, or the change of 
biometric models associated with the PbI 
as a result of retraining the PbI’s biometric 
authenticator)

4.	 SSI removal from the blockchain
5.	 the recovery of private keys.

ONBOARDING AN SSI
An SSI identity is verified to be genuinely true during 
onboarding, that is, when a new identity is added to 

the blockchain. When Bob wants 
to create his SSI, he initiates the 
process, adds attributes (such as 
his address and marital status), 
and then signs the transaction. At 
this point, Bob’s identity is but a 
request; Bob still needs to provide 
some proof that he owns this SSI, 
or else his self-proclaimed SSI will 
not be trusted as being genuine. 

Suppose M, Mindy’s machine, is a subsequent block-
chain verifier (a miner) that is tasked with verifying this 
and other SSI requests contained in the current block. 
M can rely on a centralized identity (for example, per-
form a CR session with the CAC card), use a federated 
identity verification, or use a Q&A session. Clearly, the 
level of trust induced by the verification (for instance, 
a federated identity is less trustworthy than a central-
ized one) should become an SSI attribute as well.

Suppose M uses a centralized identity as a proof of 
Bob’s identity. Clearly, such an onboarding process is 
not self-sovereign.

When verification depends on Bob’s interaction 
with N, as is the case when Bob participates in a Q&A 
verification session, there is an obvious potential for a 
dishonest verifier Md to create fake identities by cre-
ating a fake interaction, such as a fake Q&A session. 
The blockchain’s distributed consensus mechanism 
protects against such an attack using a slight tweak, 
as follows: when a new identity is suggested for veri-
fication, rather than it being part of a single block B of 
identities being verified, as in the Bitcoin case, it is now 
added to k blocks B1, . . . ,  Bk; this means that k succes-
sive miners M1, M2, . . . ,  Mk will each perform their own 
verification, each with its own Q&A session.

Suppose a fake identity IFake is distributed for veri-
fication by a dishonest miner Md. IFake will be added to 
a sequence of k blocks B1, . . . ,  Bk where verifiers Md, 
M2, . . . ,  Mk each perform their own Q&A sessions on 
the SSIs in their corresponding block, including IFake. 
As depicted in Figure 1, an honest verifier Mh (2 ≤ h ≤ 
k) will extend the blockchain with block Bh that does 
not contain IFake but will not extend a chain that ends 
with a block that does contain IFake. The proof-of-work 
and proof-of-stake penalty associated with being 
dishonest ensures that most of the Mis online are hon-
est; because the blockchain favors longer chains over 

Property use
case 

Split or
combine 

Transfer/
sale as a
whole

Update
a�ributes

Onboarding
initiated by
user

Onboarding
verified by
blockchain

Cryptocurrency Can split and
combine coins 

Yes No No No

NFT No Yes No Yes No

SSI No No Yes Yes Yes

TABLE 1. Blockchain use cases and associated properties.
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shorter ones, then IFake is effec-
tively eliminated.

Note that, because Bob (the PbI) 
needs time to answer questions in 
k Q&A sessions, we cannot expect 
blocks B1, . . . ,  Bk to be successive. 
Therefore, the blockchain must 
provide a mechanism for verifier Mi 
to quickly locate preceding blocks 
in the blockchain (from those 
created within the past day, for 
example) that contain a suggested 
identity I; a good search parameter 
is the public key stored in I.

An SSI record, therefore, con-
tains the following:

	› the name and, possibly, 
other public attributes, such 
as the address

	› (potential) hidden centralized identity attri-
butes, such as the hashed social security 
number

	› the PbI’s public key
	› the PbI’s public-key signature
	› verifier signatures and related public keys.

PROOF OF IDENTITY USING SSIs
As with cryptocurrency and NFTs, the owner of the 
SSI has a secret key in his or her possession, while the 
corresponding public key, also called the SSI address, 
is stored as part of the immutable SSI. Suppose Bob 
applies for a loan from the bank, and Alice at the bank 
is trying to prove that the person applying (in person 

or remotely) is Bob, i.e., that his SSI identity is his per-
sonally identifiable information (PII), PIIBob, that he 
supplied to Alice. Figure 2 depicts the proof using a 
CR session called prove(Bob), based on the common 
Sigma cryptographic CR protocol1,7:

1.	 Bob provides Alice with his public key, which 
is the blockchain address for his SSI (SSIBob), 
denoted addr(SSIBob). He also provides Alice 
with his PII, denoted PIIBob.

2.	 Alice sends Bob a random number r.
3.	 Bob signs r with his secret key.
4.	 Alice verifies r and the signature using Bob’s 

public key.

. . .

. . .. . . . . .

B1
(Includes IFake)

B2
(Does Not Include IFake)

B3
(Does Not Include IFake)

B1
(Does Not Include IFake)

FIGURE 1. An honest verifier Mh (2 ≤ h ≤ k) will extend the blockchain with block for Bh that does not contain IFake 
but will not extend a chain that ends with a block that does contain IFake.

I would like
to get a

loan.

 

 3. signedBob (r)

5. PIIBob Taken From SSIBob

 

  

SSIBob

SSI Blockchain

Alice

Bank
1. Public Key and PIIBob

2. Nonce r

5. Bob’s Public Key (SSI Address)

4. Verify signedBob (r)
6. Compare Two Versions of PIIBob

FIGURE 2. The process for prove(Bob).
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5.	 Alice obtains SSIBob from the blockchain using 
addr(SSIBob).

6.	 Alice compares the two versions of PIIBob: the 
one obtained from Bob and the one stored in 
the blockchain. Alice obtains a level of trust in 
SSIBob based on its trust attribute.

Table 2 contains the reasoning for applying each 
component of prove(Bob).

BIOMETRIC PROOF OF SSI 
OWNERSHIP

The proof of identity prove(Bob), described in the previ-
ous section, proves that the secret key stored in Bob’s 
machine (MBob) corresponds to the public key stored in 
Bob’s blockchain SSI; it does not address the question 
of whether it is actually Bob who is operating or hold-
ing MBob. This article suggests augmenting the SSI 
with biometric authentication. We propose two such 
augmentations schemes: ACert and BodyCERT.

Biometric proof of SSI 
ownership using ACert
Acert is the following rudimentary method for bind-
ing an individual’s biometrics with his or her SSI: 
Bob’s SSI blockchain record is expanded to con-
tain a hash of his biometric authentication models, 

denoted as hash(BMBob). As with 
other aspects of a blockchain 
record, or transaction, such a 
record is practically immutable; 
that is, an attacker cannot change 
it to replace hash(BMBob) with 
hash(BMAttacker).

For verification using Acert, 
prove(Bob) is modified to become 
proveACERT(Bob) as follows:

	› Step 1': In step 1 of Figure 2, 
Bob includes a signed hash of 
the biometric authentication 
models used to authenticate 
himself [hash(BMBob)] for 
proveACERT.

	› Step 5': In step 5 of Figure 
2, Alice (MAlice) also uses 
hash(BMBob) taken from SSIBob.

	› Step 6': In step 6 of Figure 2, Alice (MAlice) adds a 
comparison: she compares the two versions of 
hash(BMBob).

Table 3 contains the reasoning for applying each 
component of proveACERT(Bob). Clearly, when applying 
the abovementioned proveACERT(Bob) process, one 
needs to trust the biometric authentication applica-
tion on MBob to send BMBob to MAlice if and only if Bob 
authenticates correctly.

Biometric proof of SSI 
ownership using BodyCERT
The prove(Bob) and proveACERT(Bob) processes suffer 
from an inherent weakness: it is not Bob the PbI who 
performs the proof but, rather, MBob. While this weak-
ness exists for cryptocurrency and NFT blockchains 
as well, there is one attack vector that is unique to 
an SSI—a cooperative attack, described as follows: 
Bob allows Carrie to use his device, and Carrie can 
thereafter claim to be Bob, using his SSI for the pur-
poses of medical insurance fraud or some other illegal 
identity-based activity. A cooperative attack is unique 
to SSIs because, if Bob cooperates with Carrie to claim 
his NFT, for example, then this cannot really be consid-
ered as an attack: the resulting transaction was effec-
tively done with Bob’s blessing.

Component Reasoning

CR (steps 1–4 of
Figure 2) 

Prove that Bob’s machine is Alice’s counterpart in prove(Bob)
and not some adversary’s machine that holds PIIBob.

 

SSIBob comparison
(steps 5 and 6 of
Figure 2)  

Prove that the claimed PIIBob supplied by Bob’s machine
corresponds with the PIIBob stored on SSIBob per the SSI
address given by Bob’s public key (which corresponds to Bob’s
private key stored on Bob’s machine).

TABLE 2. The reasoning for the components of prove(Bob).

Steps 1–4 of
Figure 2

Prove that Bob’s machine is Alice’s counterpart in proveACERT(Bob)
and not some adversary’s machine that holds PIIBob.

Steps 5 and 6 of
Figure 2

Prove that the claimed PIIBob supplied by Bob’s machine
corresponds with the PIIBob stored on SSIBob per the SSI address
given by Bob’s public key (which corresponds to Bob’s private key
stored on Bob's machine).

Abovementioned
steps 1’, 5’, and 6’ 

Prove that Bob is holding BMBob when performing steps 1–6 of
Figure 2.

Component Reasoning

TABLE 3. The reasoning for the components of proveACERT(Bob).
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BodyCERT, the proposed solu-
tion to the cooperative attack 
problem, integrates biometrics 
with the key pairs, in contrast 
to ACert’s approach, where the 
biometrics are stored in SSIBob 
as adjacent attributes. This tech-
nique was detailed in my Com-
puter article8; a short summary of 
its application process on Bob’s 
(mobile) device follows.

During biometric authentication training,

1.	 Generate a nonce, a random number for Bob’s 
device. This number is referred to as the golden 
bitmask, or the Golden.

2.	 Replace Bob’s secret key SBob with SBob’ = 
SBob  GoldenBob, where  is the exclusive-or 
operator.

3.	 Perform biometric authentication training on 
Bob’s device. Such training uses an array of 
m-bit classifiers, such as trees of a random 
decision forest9 or an ensemble of random 
forests; for simplicity, let’s assume it uses the 
first approach.

4.	 For each index i = 0, . . ., m, if GoldenBob[i] = 0, 
then flip bit classifier [i]; that is, have the leaves 
return a flipped value (one instead of zero, and 
vice versa).

5.	 Apply error-correction encoding to GoldenBob, 
resulting in a vector of error-correction bits 
denoted as ECCGolden-bob.

Note how the secret key SBob’ stored on Bob’s 
machine no longer matches the public key counter-
part of SBob and cannot be used to generate a valid 
signature. Hence, when applying a cooperative attack, 
Carrie cannot use Bob’s device to impersonate Bob. 
Bob, however, can nonetheless generate a valid signa-
ture as follows.

For verification using BodyCERT, prove(Bob) is 
modified to become proveBodyCERT(Bob):

1.	 Bob performs biometric authentication, 
thereby generating an m-bit vector VBob.

2.	 Bob applies error correction to VBob using 
ECCGolden-bob, resulting in a so called actual 

bitmask, abbreviated as ActualBob. The expec-
tation, as I explained in a previous article,8 is 
that SBob = SBob’  ActualBob.

3.	 Bob executes all steps of prove(Bob), depicted 
in Figure 2, using the recovered SBob. The 
recovered SBob exists only in the runtime 
memory of the prove() method; it is never 
serialized to long-term storage. In other words, 
the recovered SBob is volatile.

Carrie’s cooperative attack can be done in two 
ways: either Carrie performs a complete takeover 
of MBob, including the training of classifiers, or she 
simply uses MBob as is. In both cases, Carrie needs to 
recreate SBob from SBob’ to identify as Bob. The differ-
ence between the two approaches, however, is that 
ECCGolden-bob is replaced with ECCGolden-carrie in the 
first case, while it remains intact in the second case. 
Hence, Carrie has a higher likelihood of success if 
she simply uses MBob as is, assuming Bob lets Carrie 
authenticate into it. In this case, as I explained in an 
earlier article,8 if the Hamming distance10 between 
VCarrie and VBob is sufficiently small, then error correc-
tion using ECCGolden-bob could, potentially, regenerate 
SBob from SBob’ using ActualCarrie.

One form of armor-plating BodyCERT against such 
an attack is to use a rainbow of bit classifiers taken 
from a plurality of classification technologies—for 
example, having some bit classifiers implemented 
as random forest classifiers, others as orthogonal 
random features11 classifiers, and yet others as sup-
port vector machine (SVM) classifiers.12 While the 
Hamming distance between VCarrie and VBob is obvi-
ously PbI dependent (for example, VCarrie might be 
close to VBob, while VDavid is not), it is also technology 
dependent, such as random forests having a harder 
time distinguishing between Carrie and Bob than 

Component Reasoning

Steps 1–4 of
Figure 2

Prove that Bob’s machine is Alice’s counterpart in proveBodyCERT
(Bob) and not some adversary’s machine that holds PIIBob.
Prove that Bob is holding BMBob when performing steps 1–6 of
Figure 2.

Steps 5 and 6
Figure 2

Prove that the claimed PIIBob supplied by Bob’s machine corresponds
with the PIIBob stored on SSIBob per the SSI address given by Bob’s
public key.

TABLE 4. The reasoning for the components of proveBodyCERT (Bob).
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SVM. Hence, the use of a plurality of classification 
technologies is expected to decrease the Hamming 
distance between VCarrie and VBob. Table 4 contains 
the reasoning for applying each component of 
proveBodyCERT(Bob).

CHANGE OF SSI ATTRIBUTES
There are two types of attribute changes: one uses bio-
metric verification [for example, proveBodyCERT(Bob)], 
and the other involves a change of the biometric verifi-
cation attributes themselves. To change PII attributes 
like the address, marital status, or issue date, Bob—
the PbI—would initiate a blockchain transaction by 

which his PII is changed to the new PII. The blockchain 
verifier/miner would verify the request by requesting 
proof that this is, indeed, Bob who is requesting the 
change using proveACert(Bob) or proveBodyCERT(Bob). 
Note that the protocol can be extended so that Bob 
also adds some necessary supporting documents 
when he initiates the transaction.

There are two distinct scenarios in which Bob 
needs to change his biometric authentication: either 
Bob still has the device on which he can perform 
proveACert(Bob) or proveBodyCERT(Bob), or he does not. 
The first case is but a special case of the PII attribute 
change discussed earlier. The second case requires a 
“reset,” that is, the removal of SSIBob followed by the 
fresh onboarding of a new SSI for Bob.

OTHER SSI-RELATED ACTIONS
Due to brevity constraints, we do not address other 
SSI-related actions, such as the removal of an SSI 
record and loss of private keys. These actions are 
described in the SSI literature (for example, by Allende 
López4).

PRIVACY CONCERNS
Being distributed and public, a blockchain SSI repos-
itory introduces obvious privacy issues. For exam-
ple, Bob’s name, address, date of birth, and other PII 
(PIIBob) would be available to any computer world-
wide that downloads a copy of the blockchain. A sim-
ple way to mitigate this is to store a hash of Bob’s PII, 
denoted hash(PIIBob), in the blockchain rather than 
the raw data. Suppose that Bob needs to identify him-
self using PIIBob, such as in the loan example for Figure 
2; he would then need to provide PIIBob to the bank. A 
concern related to this approach is, therefore, that 
any future data breach at the bank would, effectively, 
allow an adversary to decrypt hash(PIIBob). One solu-
tion to this concern is to add a field like “issue-date” 
PIIBob; clearly, any change to the “issue-date” attri-
bute alone will induce a very different hash(PIIBob). 
Hence, when Bob is notified of a data breach con-
cerning PIIBob, he can issue an attribute change trans-
action to SSIBob, as described in the “Change of SSI 
Attributes” section.

ACert also introduces an additional concern, as fol-
lows. ACert includes hash(BMBob) as part of the highly 
visible SSI for Bob. Such exposed an hash(BMBob) 
allows David, an adversary, to onboard a new SSI 
record with PIIDavid accompanied with hash(BMBob); 
this would be somewhat like the Division of Motor 
Vehicles allowing David to obtain a driver’s license 
with Bob’s photo on it.

Hence, we suggest two changes, one to the 
SSI blockchain record content and the other to the 
provepivate(Bob) protocol, as follows:

	› Instead of storing hash(BMBob) in the SSIBob 
record, ACert stores the elliptic-curve point 
QBob = G  hash(BMBob), where G is the 
elliptic-curve generator, and  is the product of 
the point G with the scalar hash(BMBob). Recall 
that the SSIBob record also contains Bob’s public 
key, which is mathematically equivalent to G  
SBob. Hence, QBob can be thought of as being 
a public key whose private key counterpart is 
hash(BMBob).

	› provepivate(Bob) does not send hash(BMBob) 
to Alice, signed or otherwise. Instead, 
provepivate(Bob) incorporates a second CR ses-
sion in which the random number r is signed by 

THERE ARE TWO TYPES OF ATTRIBUTE 
CHANGES: ONE USES BIOMETRIC 
VERIFICATION [FOR EXAMPLE, 
proveBodyCERT(Bob)], AND THE 
OTHER INVOLVES A CHANGE OF THE 
BIOMETRIC VERIFICATION ATTRIBUTES 
THEMSELVES.
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MBob using hash(BMBob) as the private key. Alice 
verifies the signature using QBob as the public 
key, where QBob is taken from SSIBob.

This article described a viable, self-sustainable 
identity framework implemented using blockchain 

technology integrated with remote cryptographic 
signatures and biometric authentication from a live 
biometric signal. The proposed approach protects pri-
vacy and against the misuse of identities in the form of 
cooperative attacks. 
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