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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

A Research Agenda for NFTs

Non-fungible tokens (NFTs) could 

potentially have a broader trans-

formational effect than mere 

blockchain because they challenge 

the traditional notions of owner-

ship and is, therefore, a more fun-

damental challenge to established 

economic and social structures. 

This article, in Computer’s Decem-

ber 2023 issue, provides a system-

atic review of the NFT literature 

outlining the research opportuni-

ties for NFTs.

Earth Virtualization Engines: 
A Technical Perspective

Earth Virtualization Engines 

(EVEs) aim to provide interactive 

and accessible climate simula-

tions and data for a wide range of 

users. They combine high-resolu-

tion physics-based models with 

machine learning techniques to 

improve the fidelity, efficiency, 

and interpretability of climate 

projections. In this article, in 

Computing in Science and Engi-

neering’s May/June 2023 issue, 

the authors summarize the tech-

nical challenges and opportu-

nities for developing EVEs, and 

argue that they are essential for 

addressing the consequences of 

climate change.

 

Computing Technologies for 
Resilience, Sustainability,  
and Resistance

The authors of this IEEE Annals 

of the History of Computing arti-

cle from the October–December 

2023 issue highlight some of the 

information and computing tech-

nologies (ICT) initiatives Māori 

have undertaken and showcase 

some of the real successes borne 

out over the past three decades, 

from Te Wahapū, translations of 

the Microsoft and Google, to the 

Niupepa, Māori Newspaper col-

lection, to some of the work that 

is currently being done in the 

areas of xR, which encompasses 

augmented reality, virtual reality, 

and mixed reality, machine learn-

ing techniques, text-to-speech 

and speech-to-text conversion, 

and social media platforms.

Comparing Shape 
Representations for the 
Aesthetic Judgment of 3-D 
Shape Pairs

Visual aesthetics of 3-D shapes is 

a fundamental perceptual attri-

bute. In this November/December 

2023 IEEE Computer Graphics and 

Applications article, the authors 

explore the question of how differ-

ent shape representations affect 

the aesthetic judgments of shape 

pairs. Their results have implica-

tions toward the data collection 

process of pairwise aesthetics 

data and the further use of such 

data in shape aesthetics and 3-D 

modeling problems.

Whom to Trust, How and 
Why: Untangling Artificial 
Intelligence Ethics Principles, 
Trustworthiness, and Trust

The authors of this November/
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December 2023 IEEE Intelligent 

Systems article present an over-

view of the literature on trust in 

artificial intelligence (AI) and AI 

trustworthiness and argue for dis-

tinguishing these concepts more 

clearly and gathering more empir-

ical evidence on what contributes 

to people’s trusting behaviors. AI 

systems should be recognized as 

sociotechnical systems, where 

the people involved in design-

ing, developing, deploying, and 

using the system are as impor-

tant as the system for determin-

ing whether it is trustworthy.

A Tale of Two Cities: Data  
and Configuration Variances 
in Robust Deep Learning 

In this article in the November/

December 2023 issue of IEEE 

Internet Computing, the authors 

take a holistic view of deep 

neural network (DNN) robust-

ness by summarizing the issues 

related to both data and soft-

ware configuration variances. 

They also present a predictive 

framework using search-based 

optimization to generate repre-

sentative variances for robust 

learning, considering data and 

configurations.

On-Device Customization of 
Tiny Deep Learning Models 
for Keyword Spotting With 
Few Examples

Designing a customized key-

word spotting (KWS) deep neu-

ral network (DNN) for tiny sen-

sors is a time-consuming process, 

demanding training a new model 

on a remote server with a data-

set of collected keywords. The 

authors of this November/Decem-

ber 2023 IEEE Micro article inves-

tigate the effectiveness of a DNN-

based KWS classifier that can be 

initialized on-device simply by 

recording a few examples of the 

target commands. At runtime, the 

classifier computes the distance 

between the DNN output and 

the prototypes of the recorded 

keywords. 

Encoding of Media Value 
Chain Processes Through 
Blockchains and MPEG-21 
Smart Contracts for Media 

The authors of this October–

December 2023 IEEE MultiMe-

dia article describe the combina-

tion of the current set of MPEG-21 

multimedia framework standards 

with distributed ledger technol-

ogies and smart contracts. Their 

gathering shapes the smart con-

tracts for media, a specification 

that can be used to encode the 

terms and conditions of a con-

tract for media-related delivery 

and consumption. 

CityOutlook+: Early  
Crowd Dynamics Forecast 
Through Unbiased Regression 
With Importance-Based 
Synthetic Oversampling 

This article, in IEEE Pervasive 

Computing’s October–December 

2023 issue, studies crowd dynam-

ics forecast one week in advance 

to detect irregular urban events, 

which plays an important role in 

infection prevention and crowd 

control. The authors propose an 

unbiased regression using impor-

tance weighting (IW), called 

CityOutlook, which success-

fully reduced the model bias and 

showed promising results. How-

ever, the straightforward weight-

ing of the scarce data risks lead-

ing to the instability of the model 

due to the increase in model 

variance. To address this issue, 

the authors propose a nontriv-

ial extension of their prior work 
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called CityOutlook+ that realizes 

unbiased and less-variant regres-

sion by performing synthetic 

minority oversampling based on 

the importance. 

Journey to the Center  
of Software Supply  
Chain Attacks 

The authors of this IEEE Security 

& Privacy article, in the Novem-

ber/December 2023 issue, dis-

cuss open source software sup-

ply chain attacks and propose 

a general taxonomy describing 

how attackers conduct them. 

They then provide a list of safe-

guards to mitigate such attacks. 

They also present their tool Risk 

Explorer for Software Supply 

Chains to explore such informa-

tion, and then discuss its indus-

trial use-cases. 

Explaining Black Boxes  
With a SMILE: Statistical 
Model-Agnostic 
Interpretability With  
Local Explanations

Explainability is a key aspect of 

improving trustworthiness. The 

authors of this January/Feb-

ruary 2024 IEEE Software arti-

cle therefore propose SMILE, a 

new method that builds on pre-

vious approaches by making use 

of statistical distance measures 

to improve explainability while 

remaining applicable to a wide 

range of input data domains.

Ransomware Attacks of the 
COVID-19 Pandemic: Novel 
Strains, Victims, and Threat 
Actors

During the COVID-19 pandemic 

(2020–2022), a significant dispar-

ity emerged between the demand 

for IT support services to sustain 

remote IT operations and the level 

of security controls contingent 

for maintaining uninterrupted 

and secure services over various 

digital platforms. Ransomware 

attacks increased by 150–200% 

through this time, causing disrup-

tions in a wide range of industries. 

In IT Professional ’s September/

October 2023 issue, the authors 

of this article present a holistic 

analysis of popular ransomware 

attacks occurring during the pan-

demic and identify popular and 

novel ransomware strains that 

impacted businesses. 
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Editor’s Note

Security and Privacy Risks  
and Solutions

O ver the past few decades, 

individuals, businesses, 

and governments have transi-

tioned from storing their records 

and sensitive information on 

paper, to storing them online. 

While physical records still pose 

security risks, the risk to online 

records is on the rise. This issue 

of ComputingEdge highlights 

the increasing impacts of cyber-

attacks and the need for better 

security in software development 

and automation. Additionally, this 

issue’s articles emphasize the 

underutilized value of applying 

ethics to engineering as well as 

potential applications for machine 

learning. 

Cyberattacks are becom-

ing more prevalent and extreme 

worldwide. The authors of “The 

Impact of Cyberattacks on Small 

States,” from IEEE Software, inves-

tigate the effects of cyberattacks 

on small states and propose pos-

sible AI defense strategies. IT Pro-

fessional ’s “Ransomware as a 

Business (RaaB)” delves into the 

high financial, productivity, and 

reputational costs that follow ran-

somware attacks. 

Intensifying threats posed by 

stealthier online criminals lead 

businesses to question whether to 

trust their software supply chain. 

The authors of “Trusting Trust: 

Humans in the Software Supply 

Chain Loop,” from IEEE Security & 

Privacy, explore the risks of relying 

on software built with open source 

infrastructure. Computer’s article 

“Placing Trust in Automated Soft-

ware Development Processes” 

weighs the pros and cons of relying 

on automation to create depend-

able and secure code. 

Incorporating ethics into tech-

nological development could help 

prevent software problems and 

pave the way for better lives. In 

IEEE Software’s “The Engineer-

ing Mindset Is an Ethical Mind-

set (We Just Don’t Teach It That 

Way… Yet),” the authors explain 

how teaching ethics to computer 

scientists and engineers can help 

them craft more ethical programs. 

“Toward an Ethical Framework for 

Smart Cities and the Internet of 

Things,” from IEEE Internet Com-

puting, describes how smart cities 

built on ethical foundations can 

improve residents’ technological, 

business, and interpersonal inter-

actions, thus improving their over-

all quality of life.

The issue concludes with a 

discussion around machine learn-

ing. IEEE Micro’s article “RadioML 

Meets FINN: Enabling Future RF 

Applications With FPGA Stream-

ing Architectures” outlines the 

possibility that deep neural net-

works (DNNs) will replace con-

ventional radio signal processing 

as well as the associated risks. 

“Hybrid Models That Combine 

Machine Learning and Simula-

tions,” from Computing in Science 

& Engineering, indicates the ben-

efits of using machine learning to 

enhance modeling and simulation 

techniques. 
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EDITORS: Michiel van Genuchten Straumann, genuchten@ieee.org 
Les Hatton, Oakwood Computing Associates, lesh@oakcomp.co.uk

DEPARTMENT: IMPACT

The Impact of Cyberattacks  
on Small States
Kristel M. de Nobrega, Centrale Bank of Aruba

Anne-Françoise Rutkowski  and Piet Ribbers, Tilburg University

A t the time of writing this column, Russia and 
Ukraine are at war. Cyberattacks are part of 
the weapon arsenal in use. Cyberattacks have 

been launched on the central Bank of Poland targeting 
distributed denial of service (DdoS). In parallel, Israel 
reports its largest DdoS to date hitting government 
websites, making them unavailable. Also, the hacktiv-
ist group Anonymous is threatening to release proof 
related to a breach of the Russian Central Bank. The 
danger of escalating global conflicts in cyberspace is 
a hard reality. The National Atlantic Treaty Organiza-
tion (NATO) has pronounced that a serious cyberat-
tack on any of its members would trigger collective 
defense under Article 5. In a time of escalating tension 
with Russia and China, small states are in a difficult 
situation. Small states, such as the Pacific small island 
states, European landlocked countries, Baltic states, 
and the Caribbean region small open economies rep-
resent about a quarter of World Bank members. Those 

in the Asia–Pacific basin lack cyber forensic capability 
to gather enough evidence to substantiate geopoliti-
cally sensitive attribution. Mostly, even when attribu-
tion could be made, small states will choose peace 
over war, as market trade is essential to their survival 
and offense is not on their agenda. Small states in the 
Caribbean region are a perfect “sandbox” that enables 
attackers to test in an isolated setting the orchestra-
tion of their malicious activities.

In November 2019, a ransomware attack was 
launched on the only hospital in Aruba. The digital 
patient information systems became inaccessible, 
forcing the staff to fall back on to a manual system 
to ensure patients’ care. In St. Martin, a black byte 
ransomware attack was launched on the national 
electrical grid locking out computers. The attack-
ers paralyzed billing to customers and generated 
disconnections due to defaulters. In the financial 
sector, the Pan American Life Insurance Group 
operating from the United States and in the Carib-
bean got hit by a REvil ransomware attack.1 Claims 
found on the dark web amount to 170 GB of stolen 
files as a result of the breach. In 2021, Microsoft’s 

Digital Object Identifier 10.1109/MS.2023.3265130 

Date of current version: 14 July 2023

This article originally  
appeared in 

 

vol. 40, no. 4, 2023

FROM THE EDITOR
The “Impact” series has often emphasized the importance of size and volume to survive in software and 
IT. But what if the size of your country is small and you face the same cyberthreats as much larger coun-
tries in the world? That is the case with small states that face the same cyberattacks while often hav-
ing less means to defend themselves. You cannot grow a small state into a large state just to be able to 
defend yourself better against cyberattacks. What you can do is explained in this column. —Les Hatton 
and Michiel van Genuchten
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Digital Crimes Unit seized the 
websites of think tanks and 
human rights organizations of 29 
countries (including Barbados, 
Dominican Republic, Jamaica, 
Trinidad, and Tobago).2 Microsoft 
concluded that these websites 
would serve as launching base 
for intelligence-gathering pur-
poses by the China-based hack-
ing group Nickel.

The current costs of initiating cyberattacks 
seem to be lower than the cost of incident response 
and remediation. For example, costs to conduct 
an advance persistent threat (APT) sophisticated 
attack have been estimated between US$65,000 and 
US$542,000.3 The cost to clean up is reported for 2022 
to be US$4.35 million. One of the most dangerous 
traits of APT is the ability to run the background pro-
cess silently, for example placing secured unnoticed 
back doors. The path to attack takes longer, as the 
aim of the adversary is to have long persistence. The 
high level of disguise and sophistication of APT make 
it difficult for organizations to notice. Hence, costs 
will only increase through time. APTs have been attrib-
uted to nation states with aggressive cyber defensive 
and offensive capabilities.

Small states experience more limitations in 
building capacity and developing cyber capability 
compared to nation states. Cybersecurity capacity is 
linked to variables, such as gross domestic product 
(GDP), that form a proxy for the available resources 
or cybersecurity capacity. Indeed, economies of scale 
and the availability of more financial and personnel 
resources allow deploying more controls, and there-
fore enhance the organizational capability in pro-
tecting the organization, hence the level of security 
maturity. Aruba has requested help from the Estonian 
e-Governance Academy (EGA 2022). Estonia became 
a leader in cyberdefense when it bounced back from 
its infamous cyberattack in 2007. It became a driving 
force in the European Union, proposing an integral 
national cyber strategy in 2008.4 Estonia has a small 
GDP of approximately €187 billion and spends the 
NATO recommendation of at least 2% of their GDP on 
defense. This is nearly the entire GDP of a small state, 
such as Aruba.

INSIGHT INTO SMALL STATES 
PERCEPTION OF CYBER DEFENSE 
AND OFFENSE

Thirteen information security leaders from the Cyber-
security Information Sharing Group (CISG) bounded 
to the Caribbean region reported in a survey the fre-
quency of cyber classes of attacks observed in the last 
6 months (Table 1).

Also, we interviewed six chief information security 
officers (CISO) operating on the main critical infra-
structures of Aruba. They mostly converge with the 
idea that a cyber defender in Aruba should know more 
about the “whole cyber picture” than a cyber expert in 
a larger state “who would have the luxury to know ‘only’ 
a small part in a particular area.” The cyber competi-
tion is an offense-dominant clash. Particularly, when 
attackers and defenders are given equal resources, 
the attacker will usually prevail.5 Attackers favor 
the offense because it offers anonymity, preventing 
meaningful deterrence.6 For small state and for small 
enterprise, an offensive posture seems particularly 
challenging, not to say a “nonoption.” One CISO com-
mented on the stark lack of resources on the island 
in term of resources or cyber talent during the inter-
view. Lack of technological and human resources is a 
major argument to rely further on security software 
and hardware on the island (e.g., sandbox, network 
monitoring, honeypot). Such technologies facilitate a 
data-driven approach in detecting more cyber threats, 
reducing de facto human intervention and bias.

CAN ARTIFICIAL INTELLIGENCE BE 
OF HELP TO CYBER EXPERTS?

It makes sense to investigate how artificial intelli-
gence (AI) can contribute processing the data gen-
erated in cyberdefense. In 2023, it seems that AI is 

A�ack class Median Mode % Most frequent score 

Probing a�ack 5 5 53.8%

Denial of service 2 2 7.7%

Remote to local (user) a�acks 2 2 7.7%

User to root a�acks 1 1 7.7%

Payload a�acks 3 1–4 23.1%

TABLE 1. Observed cyber offense in the last 6 months from least (1) to most (5)  
frequently observed (CISG).
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supposed to aid in finding the solution to all problems 
in the world. This research started years back and real-
ity is more stubborn. One CISO indicated that techni-
cal controls “are not a one-stop solution for cyberse-
curity.” The interviewee emphasized that the speed of 
which vulnerabilities are being exploited by attackers 
is accelerating. Hence, specific proactive actions are 
required in, for example, deploying extra technologies 
to defend the organization. As another participant 
stated, “cybercriminals are becoming so advanced 
that you have to check more than in the past, when 
it was just checking the virus in the virus database. 
Right now, they are using all other strategies that the 
behavior needs to check, and certain triggers need to 
go through … more of what is going on.” Another par-
ticipant confirmed that, a “proactive approach should 
happen before the project goes live. Hence the human 
will be the last one holding the key and taking decision 
regarding security.”

Thirty-eight members of the Operational Security 
Situational Awareness Teleconference (OSSAT) rated 
statements regarding the future of AI. [OSSAT has 
been organized by the European Central Bank since 
2012 for sharing information on cybercrime in the 
financial services sector, vulnerabilities, technological 
trends and threats, and security incidents. The mem-
bership is limited to members of the Bank for Interna-
tional Settlements, international financial institutions 
(International Monetary Fund, World Bank), members 
of the European System of Central Banks, and the 
Computer Emergency Response Team for the Euro-
pean Union institutions, bodies, and agencies.] These 
16 statements were originally collected via a focus 
group interview of cyber experts in the financial sector 
on the island Aruba.7 Results are presented in Table 2, 
from highest to lowest score of agreement.

The top quote in Table 2 (#1) relates directly to the 
struggle small states face when lacking resources 

 

# Quotations Mean
Standard 
deviation Mode

1 Model learning and resourcing takes time with current AI technology. 5.29 1.20 6

2 AI systems’ learning may be the next target. 5.24 1.40 6

4 The human ability to improvise will remain important. 4.58 0.64 5

5 A broad hybrid combination of humans alongside AI agents and ethics
are important to combat the hackers. 

4.45 0.72 5

6 AI agents will be supportive to my work, not take over it. 4.34 0.71 4

7 AI agents will make us adapt to new ways of working. 4.32 0.62 4

8 Human input will remain key the coming years. 4.16 0.68 4

9 More people will be working with algorithms in the next coming years. 4.08 0.75 4

10 The human ability to make quick shots will remain key. 4.08 1.1 5

11 AI agents will evolve into a strategic technology for security specialists. 4.08 0.85 4

12 AI agents will not replace ethics. 4.05 1.06 4

13 Within 10 years there will be more autonomous AI agents taking over 
human tasks.

3.97 0.79 4

14 In the future it will be AI agents a�acking against AI agents defending 
the organization.

3.66 0.94 4

15 AI agents will require a new edge of reasoning we may not be prepared 
for yet.

3.29 0.77 3

16 In the coming years some countries may be pu�ing AI agents in jail. 1.92 0.88 2

TABLE 2. The future of AI according to OSSAT members, rated on a scale from strongly disagree (1) to strongly agree (7).
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and time to defend. Information security specialists 
perceive the role of AI agents versus human rather 
positively (quotes #4, #6, #7, #8, #9, #10, #13). Still, 
there is little hope that AI and data fusion will leave a 
great space in terms of improvisation in cyberspace 
to human. Participants agree that a broad hybrid 
combination of humans alongside AI agents and eth-
ics is important to combat hackers, and that humans 
will not be substituted by AI ethics (quote #5). For 
example, AI systems could be a support for forensic 
analysis that is required but lacking in small states, 
such as Aruba. AI can help in predicting the occur-
rences or reoccurrences of actual or potential criminal 
offences based on profiling of natural persons, based 
on a collection of past criminal behavior. The idea that 
in the future AI agents would end up in jail (quote #16) 
belongs probably to science fiction. A European Union 
proposal aims at extending a specific legal status to 
machines, holding these systems legally responsible 
for their actions.8

Outsourcing cyberdefense to Big Tech will, for 
more nations, entail a new form of legal sociopolitical 
challenge. AI holds a lot of promise for small states. In 
March 2023 (when we finished writing this column), 
Wired announced that “Microsoft’s ‘Security Copilot’ 
Unleashes ChatGPT on Breaches.”9

What may the future bring? The Data Breach 
Investigation Report in 2022 shows that 82% 

of breaches involved a human element.10 Education, 
collaboration, and organization are key in the fight 
against cyberattacks, also for small-states. Interest-
ingly, the majority of the stakeholders mentioned 
unity of effort to be important to defend properly. One 
CISO emphasized the importance of having this prin-
ciple sorted out prior to an island-wide cyberattack, 
as “there should be an entity or body that would take 
the decision at that moment to decide who goes first 
in order of assistance if all are hit together.” Security 
experts on the island believe that AI will aid cyberde-
fense professionals. Madnick stated, “The good 
guys are getting better, but the bad guys are getting 
badder faster.”11 As we indicated before in the series 
of “Impact” columns: “The benefits that legitimate 
developers enjoy are exactly the same for people who 
want to use software for criminal purposes.”12 The rat 
race is still on, with another tool in the arsenal of the 

good and the bad guys. One more example: When ask-
ing ChatGPT to generate some malware, it will first 
provide a politically correct answer. However, in Feb-
ruary 2023, it was already reported that cybercrimi-
nals bypass ChatGPT restrictions using the openAI 
API.13 The business model is already available, with 
some free queries, after which the price is an amount 
of money per 100 queries. The bad guys already fig-
ured out the integration of ChatGPT in their business 
model, while many legitimate companies have just 
started thinking about how to use ChatGPT in the 
first place.

The inherent limitations of small states, such as 
the Caribbean islands, with their focus on neutrality, 
metaphorically resembles fighting with wooden sticks 
against giants’ elaborate attacks. What can we learn 
from the military, who have been in the defense busi-
ness for a much longer time and consider cybersecu-
rity very serious these days? The notion of fighting 
power has been applied to cyber defense.14 Fighting 
power consists of three components: the physical 
component that relates to the “means to operate and 
fight,” the moral component that relates to “people’s 
will and ability to get people to operate and fight,” and 
the conceptual component that addresses the “ideas 
behind how to operate.”14 The physical component 
comprises hardware and software, both virtual and 
physical assets, as well as information. So AI will help, 
but is only part of one of the three fighting power com-
ponents. As Newton demonstrated, “a body in motion 
tends to stay in motion unless acted on by an outside 
force.” Combining moral, conceptual, and physical 
components is crucial to reach a complex synergy 
to defend a system’s moment of inertia. Small states 
should gain stability rather than being pushed around 
by external forces, such as attackers, expensive 
technological innovation, and abundance of legisla-
tion hard to cope with. Greater collaboration would 
serve as a major force, ensuring a greater stability of a 
small-island defensive system, hence, putting a strong 
break on the cyber rat race. 

REFERENCES
1. “T&T among several countries hit by cyberattacks from 

international hacking group – Microsoft,” Guardian, Dec. 

2012. [Online]. Available: https://www.guardian.co.tt 

/news/tt-among-several-countries-hit-by-cyberattacks 



12 ComputingEdge  March 2024

IMPACT

-from-international-hacking-group--microsoft-6.2 

.1428159.21dafb6579

2. “Microsoft seizes sites used by APT15 Chinese state 

hackers,” Bleeping Comput., Dec. 2021. [Online]. Avail-

able: https://www.bleepingcomputer.com/news 

/microsoft/microsoft-seizes-sites-used-by-apt15 

-chinese-state-hackers/

3. Hack at All Cost: Putting a Price on APT Attacks. (2019). 

Positive Technologies Security. [Online]. Available: 

https://www.ptsecurity.com/ww-en/analytics/

advanced-persistent-threat-apt-attack-cost-report/

4. N. Shafqat and A. Masood, “Comparative analysis 

of various national cyber security strategies,” Int. J. 

Comput. Sci. Inf. Secur., vol. 14, no. 1, p. 129, Feb. 2016.

5. A. F. Krepinevich, “Cyber warfare a ‘Nuclear Option?’ 

Cyber warfare,” Center for Strategic and Budgetary 

Assessments, Washington, DC, USA, 2012. [Online]. 

Available: https://www.files.ethz.ch/isn/154628/CSBA 

_Cyber_Warfare_For_Web_1.pdf

6. R. Slayton, “What is the cyber offense-defense 

balance? Conceptions, causes, and assessment,” Int. 

Secur., vol. 41, no. 3, pp. 72–109, Jan. 2017, doi: 10.1162 

/ISEC_a_00267.

7. K. M. de Nobrega and A. F. Rutkowski, “The AI family: 

The information security managers best frenemy?” in 

Proc. 55th Hawaii Int. Conf. Syst. Sci., 2022, pp. 184–193, 

doi: 10.24251/HICSS.2022.022.

8. “Laying down harmonized rules on artificial intelli-

gence,” European Commission, Brussels, Belgium, Apr. 

2021. [Online]. Available: https://eur-lex.europa.eu/legal 

-content/EN/TXT/HTML/?uri=CELEX:52021PC0206& 

from=EN

9. “Microsoft’s ‘Security Copilot’ unleashes chatGPT on 

breaches,” Wired, Mar. 2023. [Online]. Available: https://

www.wired.com/story/microsoft-security-copilot 

-chatgpt-ai-breaches/

10. “Data breach investigations report.” Verizon. Accessed: 

Feb. 19, 2022. [Online]. Available: https://enterprise.

verizon.com/content/verizonenterprise/us/en/index 

/resources/reports/2022-data-breach-investigations 

-report.pdfdata-breach-investigations-report.pdf

11. S. Madnick, “Preparing for the cyberattack that will 

knock out U.S. power grids,” Harvard Bus. Rev., pp. 1–6, 

May 2017. [Online]. Available: https://cams.mit.edu 

/wp-content/uploads/2017-07.pdf

12. A. F. Rutkowski, M. van Genuchten, and L. Hatton, “No 

free lunch for software after all,” IEEE Softw., vol. 34, 

no. 5, pp. 13–15, Sep. 2017, doi: 10.1109/MS.2017.3571570.

13. “How-hackers-can-abuse-ChatGPT-to-

create-malware,” Techtarget, Feb. 2023. [Online]. Avail-

able: https://www.ghacks.net/2023/02/04/chatgpt 

-is-used-by-cybercriminals-to-write-better-phishing 

-emails/

14. P. A. Ducheine, J. van Haaster, and R. van Harskamp, 

“Manoeuvring and generating effects in the informa-

tion environment,” in Netherlands Annual Review 

of Military Studies 2017: Winning Without Killing: 

The Strategic and Operational Utility of Non-Kinetic 

Capabilities in Crises, P. A. L. Ducheine and F. P. B. 

Osinga, Eds. The Hague, The Netherlands: T.M.C. Asser 

Press, 2017, pp. 155–179.

KRISTEL M. DE NOBREGA is a manager of 

information security at the Centrale Bank of 

Aruba, Oranjestad, Aruba. Contact her at 

k.denobrega@cbaruba.org.

ANNE-FRANÇOISE RUTKOWSKI is a full pro-

fessor in management of information at the 

Tilburg School of Economics and Management, 

Tilburg University, 5037 Tilburg, The Nether-

lands. Contact her at a.rutkowski@tilburguniversity.edu.

PIET RIBBERS is an Emeritus professor of 

information management, dean of the School 

of Economics, and head of Department of 

Information Systems and Management at Til-

burg University, 5037 Tilburg, The Netherlands Contact him 

at p.m.a.ribbers@tilburguniversity.edu.

WWW.COMPUTER.ORG/COMPUTINGEDGE



2469-7087/24 © 2024 IEEE Published by the IEEE Computer Society March 2024 13

24mitp02-kshetri-3157208.3d (Style 7) 03-05-2022 19:10

EDITOR: Jeffrey Voas, j.voas@ieee.org

DEPARTMENT: CYBERSECURITY

Ransomware as a Business (RaaB)
Nir Kshetri , University of North Carolina at Greensboro, Greensboro, NC, 27412, USA

Jeffrey Voas , IEEE Fellow

Ransomware attacks are growing rapidly. In this paper, the authors look at
different types of costs to victims of such attacks.

According to Verizon, in 2020, ransomware
accounted for 30% of all U.S.-based cyberat-
tacks, which was more than double the rate for

the rest of the world.1 In a survey conducted among
managed service providers, which remotely manages
their clients’ information technology (IT), 59% of the
respondents reported that COVID-19-led remote work-
ing, increased exposure to cyberattacks and resulted in
increased ransomware attacks.2 A survey conducted
among 300 U.S.-based IT decision-makers by cyberse-
curity company ThycoticCentrify, which has been pub-
lished in its “2021 State of Ransomware Survey &
Report,” released in October 2021, found that 64% had
been victims of a ransomware attack in the last 12
months, and 83% of those attack victims paid ransom.3

Ransomware attacks result in substantial economic
costs. High-profile cases of ransomware payments to
cybercriminals have attracted media attention. How-
ever, payments made to extortionists are only a small
part of the story. The British cybersecurity company
Sophos suggested that average ransomware recovery
costs was $1.85 M USD in mid-2021 compared to
$761,106 USD a year before.4 Ransomware costs are
estimated at $20 B USD in 2021 and expected to reach
$265 billion in 2031 (see Figure 1).

COSTS TO VICTIMS
According to Sophos, the average ransom paid was
$170,404 USD in 2020.6 A conservative estimate is
that ransomware criminals received $412 M USD in
payments in 2020 (Table 1).7

Until recently, double extortion was ransomware
criminals’ strategy (asking organizations to pay for the
decryption key to unlock the affected files and servers
plus additional payments to destroy stolen data).8

Several ransomware organizations also have dedi-
cated leak sites to publish data stolen from victim
organizations if they refuse to pay.9 A newer extortion
scheme was added in 2020: triple extortion. Here, crim-
inals demand payments from the attacked organiza-
tion’s customers and third parties.

Remediation after successful attacks involves sub-
stantial costs. According to Proofpoint, the remediation
process takes an average of 32,258 h for an average-
sized organization with a total cost of more than $2 M
USD (considering $63.50 USD hourly wage).10 These
costs are further increased due to criminals who fail to
honor their promise to give decryptors to the victims or
the decryptors do not work. Some decryptors do not
work well with large files and others cannot handle large
numbers of files. Some decryptors malfunction.11

According to TrendMicro, about 33% of victim organiza-
tions that paid ransoms failed to get their data back.12

Productivity is severely affected.13 A survey found
that the average downtime due to ransomware is
21 days.14 Employee productivity losses associated with
the downtime was $3.2 M USD in 2021 compared to
$1.8MUSD in 2015.10

Surprisingly, victims may face risks of regulatory fines
and class action lawsuits.10 Cloud provider Blackbaud
faced 23 putative consumer class action lawsuits that
were related to the ransomware attack that it faced in
May 2020.15 Among them, 17 were filed in the U.S. federal
courts, four in the U.S. state courts, and two in Canadian
courts. The attack affected more than 120 organiza-
tions.16 Moreover, ransomware groups have been sanc-
tioned by the U.S. Treasury Department’s Office of
Foreign Assets Control. If a ransomware victim pays to
extortionists that are blacklisted by the U.S. Treasury
Department, they could face fines of up to $20MUSD.17

Human resource management related costs are
also significant. In a survey conducted by Sophos,
over one-third of ransomware victims reported recruit-
ing and retaining skilled cybersecurity professionals
was the single biggest challenge compared to 19% of
those that had not been attacked.18
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Service disruption, failed transactions, and an
inability to access information can lead to negative
customer experiences. Organizations that cannot ade-
quately protect personal data are less likely to be
trusted. These factors contribute to the risk of cus-
tomers switching to competitors.

Customers may lose trust after knowing that their
data are at risk. According to Cybersecurity Ventures,
over 66% of respondents would switch service providers
if a provider failed to restore systems and applications
within three days following. Over a third would switch
after 24 h.19Whencustomers switch, victimorganizations
experience a decrease in revenue.10 A survey conducted
by cybersecurity technology company Cybereason,
which was published in the report titled Ransomware:
The True Cost to Business, found that 53% of organiza-
tions victimized by ransomware suffered brand and repu-
tation damage due to ransomware attacks. The survey
also found that 66% of victim organizations experienced
significant loss of revenue.20

Finally, there are also costs associated with the
possible losses from the risks associated with future
cyberattacks. Some victim organizations do not
address the underlying issues that led to the initial
attack. It is also possible that the perpetrators create
backdoors that allow for continued access to the sys-
tem after resolving the first attack. Attackers can also
control malware to launch other attacks.21

Cybereason’s survey of 1,263 cybersecurity profes-
sionals conducted in the U.S., United Kingdom, Spain,

Germany, France, United Arab Emirates, and Singa-
pore found that 80% of organizations that paid ransom
faced repeat attacks.22 Another study found that
about 46% of the victims attacked were from the
same perpetrator.21 The U.K.’s National Cyber Security
Centre detailed a case of a ransomware victim, who
faced a repeat attack.23 After facing an attack, the
company paid cybercriminals millions of British
pounds. The company fell victim to the same ransom-
ware gang in less than two weeks later.24

MODUS OPERANDI
Most ransomware criminals use phishing. In 2021Q2,
phishing accounted for 42% of ransomware attacks.
Here, cybercriminals send emails containing a malicious
attachment or direct victims to infected websites that
attach ransomware.25 When the receiver opens and
attachment or visits the website, the files in the entire
network are encrypted so that the victim company can-
not access them.

Another popular modus operandi is an attack
against Remote Desktop Protocol (RDP) services.
Such attacks accounted for 42%.24 Cybercriminals
gain access to legitimate login credentials by phishing,
guessing, or stealing. According to cybersecurity com-
pany ESET, there was a 768% growth of RDP attacks
during 2020Q1–2020Q4.26 ESET detected 29 billion
attempted RDP attacks in 2020 as cybercriminals tried
to exploit remote workers.

FIGURE 1. Economic costs of ransomware attacks ($, billion). Data source.5
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After breaching a network, cybercriminals may
remain undetected in the system for a long time. Sophos
found that the median time cybercriminals were in the
victim company’s network before releasing ransomware
was 11 days. According to the Sophos Rapid Response
team, the longest intruder dwell time was more than 15
months. This allows criminals to engage in malicious
activities, such as lateral movement, reconnaissance,
credential dumping, and data exfiltration.27

A key tactic that cybercriminals use to maximize
harm and ensure compliance by victims is lateral move-
ment.28 This tactic involvesmoving deeper into a network
to search for sensitive data and other high-value assets.29

Another tactic is reconnaissance, which is a prepa-
ration tool that entails engaging with the targeted sys-
tem to gather information about the target before
launching an attack. The goal is to identify weak
points of the targeted system and devise an effective
attack plan.30 It is reported that for publicly traded
companies, cybercriminals know annual revenues; this
information is then used for how much ransom to
demand. The ransomware-as-a-service group Conti
looks at social media sites, such as LinkedIn, to iden-
tify the roles of employees and users that have privi-
leged access. They are reported to be familiar with
corporate network environments and where the most

valuable assets are located and how such assets can
be accessed.31

In a tactic known as credential dumping, criminals
extract or “dump” user authentication credentials (user-
names and passwords) from a compromised machine.
Criminals often pull multiple passwords from a single
machine, each of which can be used to access other
computers on the network.32

Criminals also engage in data exfiltration to transfer
sensitive data from the victim organization to their own
systems.33 One study found that data exfiltration
occurred in 70% of all ransomware attacks inQ4 2020.34

FIGHTING BACK
Organizations can reduce the probability of being vic-
timized by performing vulnerability assessments. Pene-
tration testing can help. A robust firewall installed as a
first line of defense can help monitor incoming and out-
going traffic and detect signs of malicious activities.
However, firewalls must be regularly updated. It is
reported that many companies are still using obsolete
firewalls that were designed to tackle the cybersecurity
threats of themid-2000s.35

As noted, phishing is the source of many ransom-
ware attacks. Phishing awareness training is important.

TABLE 1. Different costs associated with ransomware attacks.

Cost component Explanation Examples/statistics

Ransom payment � Double/triple extortion schemes � A conservative estimate: criminals received $412 million
in 2020

Remediation � Containing and cleaning up the
malware and mitigating a vulnerability or
a threat

� Proofpoint: total cost of more than $2 million

Downtime and lost
productivity

� Negative effect on productivity � Employee productivity losses: $3.2 million in 2021

Regulatory and
legal costs

� Regulatory fines and class action
lawsuits

� Blackbaud faced 23 consumer class action lawsuits

� Fines for paying to extortionists blacklisted by the U.S.
Treasury Department

Human resource
management

� Challenges in recruiting and retaining
skilled cybersecurity professionals

� Sophos survey: ransomware victims reported that they
found it more difficult to recruit and retain skilled
cybersecurity professionals

Brand and
reputation damage

� Negative customer experience � Cybersecurity ventures survey: risk of customers
switching to competitors

� Cybereason’s survey: victims suffered brand and
reputation damage and loss of revenue

Possible losses
from the risks
associated
with future
cyberattacks

� Victims’ failure to address the
underlying issues

� Cybereason: 80% of organizations that paid ransom faced
repeat attacks.

� Perpetrators create backdoors to use
for continued access

� Control of malware in other parts of
the network
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Service disruption, failed transactions, and an
inability to access information can lead to negative
customer experiences. Organizations that cannot ade-
quately protect personal data are less likely to be
trusted. These factors contribute to the risk of cus-
tomers switching to competitors.

Customers may lose trust after knowing that their
data are at risk. According to Cybersecurity Ventures,
over 66% of respondents would switch service providers
if a provider failed to restore systems and applications
within three days following. Over a third would switch
after 24 h.19Whencustomers switch, victimorganizations
experience a decrease in revenue.10 A survey conducted
by cybersecurity technology company Cybereason,
which was published in the report titled Ransomware:
The True Cost to Business, found that 53% of organiza-
tions victimized by ransomware suffered brand and repu-
tation damage due to ransomware attacks. The survey
also found that 66% of victim organizations experienced
significant loss of revenue.20

Finally, there are also costs associated with the
possible losses from the risks associated with future
cyberattacks. Some victim organizations do not
address the underlying issues that led to the initial
attack. It is also possible that the perpetrators create
backdoors that allow for continued access to the sys-
tem after resolving the first attack. Attackers can also
control malware to launch other attacks.21

Cybereason’s survey of 1,263 cybersecurity profes-
sionals conducted in the U.S., United Kingdom, Spain,

Germany, France, United Arab Emirates, and Singa-
pore found that 80% of organizations that paid ransom
faced repeat attacks.22 Another study found that
about 46% of the victims attacked were from the
same perpetrator.21 The U.K.’s National Cyber Security
Centre detailed a case of a ransomware victim, who
faced a repeat attack.23 After facing an attack, the
company paid cybercriminals millions of British
pounds. The company fell victim to the same ransom-
ware gang in less than two weeks later.24

MODUS OPERANDI
Most ransomware criminals use phishing. In 2021Q2,
phishing accounted for 42% of ransomware attacks.
Here, cybercriminals send emails containing a malicious
attachment or direct victims to infected websites that
attach ransomware.25 When the receiver opens and
attachment or visits the website, the files in the entire
network are encrypted so that the victim company can-
not access them.

Another popular modus operandi is an attack
against Remote Desktop Protocol (RDP) services.
Such attacks accounted for 42%.24 Cybercriminals
gain access to legitimate login credentials by phishing,
guessing, or stealing. According to cybersecurity com-
pany ESET, there was a 768% growth of RDP attacks
during 2020Q1–2020Q4.26 ESET detected 29 billion
attempted RDP attacks in 2020 as cybercriminals tried
to exploit remote workers.

FIGURE 1. Economic costs of ransomware attacks ($, billion). Data source.5
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If employees click on a phishing link, they need further
training.36

Attacks involving RDP can be prevented with mech-
anisms to protect passwords. They include increasing
the quality of a password using a combination of the
number and types of characters (e.g., lowercase, upper-
case, numeric, and special characters), resetting them
regularly, and not writing themdown.

With network segmenting, it is possible to prevent
hackers’ lateral movement. Each subsystem in the
network needs to have individual security controls
and separate firewalls. Ransomware criminals require
time to break into subsystems.21

Organizations also need to design privileged access
management that specifies who has access to and
what.37 Microsoft has recommended that organizations
build a ‘‘closed loop’’ system for privileged access. The
goal is to ensure that only trustworthy ‘‘clean’’ devices,
accounts, and intermediary systems, such as dataware-
houses or data repositories, have privileged access to
sensitive systems and information. Ideally, the ability to
perform privileged actions should be limited to a few
authorized pathways.38 Organizations need to monitor
the pathways to privileged access and regularly audit
the outcomes so that any leaks can be stopped.

Finally, repeat victimization is more common than
what you might think. In the U.K. victim discussed ear-
lier, the company was reported to fail to examine the
cause of the attack and take corrective actions.24 It is
unwise for victims that have already faced attacks to
not take actions to fix underlying root causes.

CONCLUSION
Ransomware attacks inflict economic loss. Ransom
payments account for only a small proportion of the
total costs. The defense measures mentioned can
reduce the chance of being victimized. However, ran-
somware appears to be a long-term problem with few
quick or easy solutions.

DISCLAIMER
The authors are completely responsible for the con-
tent in this article. The opinions expressed here are
their own.
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FROM THE EDITORS

Trusting Trust: Humans in the 
Software Supply Chain Loop
Laurie Williams , Associate Editor in Chief

To what extent should one trust a statement that a pro-

gram is free of Trojan horses? Perhaps it is more impor-

tant to trust the people who wrote the software. . . . You 

can’t trust code that you did not totally create yourself. 

—Ken Thompson, Turing Award Lecture, 19841

The modern world relies on digital innovation in 
almost every human endeavor and for our criti-
cal infrastructure. Digital innovation has accel-

erated substantially as software is increasingly built 
on top of layers of reusable abstractions, including 
libraries, frameworks, and cloud infrastructure, which 
often lie outside an organization’s trust boundary. 
Where previous teams of engineers invested months, 
today, beginners can write intelligent smartphone 
apps with a few lines of code. Leveraging these reus-
able abstractions gives rise to software supply chains, 
where software products include “upstream” compo-
nents as well as dependencies, created and modified 
by others, that, again, often include their own transi-
tive dependencies. Most of these dependencies are 
open source projects.

However, with all of the power that software sup-
ply chains and open source infrastructure provide also 
come risks. Software developers did not anticipate how 
the software supply chain would become a deliberate 
attack vector. The software industry has moved from 
passive adversaries finding and exploiting vulnerabili-
ties contributed by honest, well-intentioned developers 
to a new generation of software supply chain attacks 
where attackers aggressively implant vulnerabilities 
directly into infrastructure software (e.g., libraries or 
tools) and infect build and deployment pipelines.

Sonatype2 reports a 650% year-over-year increase 
in detected supply chain attacks (on top of a 430% 
increase in 2020) targeted toward upstream open 

source repositories. The U.S. government is so con-
cerned about software supply chain security deficien-
cies that a whole section of Executive Order 140283 
(Improving the Nation’s Cybersecurity), issued on 12 May 
2021, is focused on new compliance requirements for 
government vendors to enhance supply chain security.

Historically, when people thought about the soft-
ware supply chain attack surface, they thought about 
the many components that make up a product. More 
recently, the software supply chain attack surface 
increasingly encompasses the build infrastructure. In 
this article, I bring back the progressive thoughts of 
Ken Thompson and place humans in the software sup-
ply chain—as both developers with and without mali-
cious intent and as part of the solution to software 
supply chain security.

COMPONENTS AND THE 
SOFTWARE SUPPLY CHAIN

Attackers exploit vulnerabilities in components. For 
example, in late 2021, an accidentally injected vulnera-
bility in the popular logging library log4j, used by more 
than 35,000 Java packages, allowed an attacker to per-
form remote code execution by exploiting an insecure 
Java Naming and Directory Interface (JNDI) lookup 
feature, which is enabled by default in many versions 
of the library. In 2022, as an instance of protestware, a 
developer maliciously injected code into the node-ipc 
package, with more than 700,000 weekly downloads. 
The initial version of the malicious code attempted to 
geolocate where the code is running, and, if it discovers 
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it is running within Russia or Belarus, then it attempts 
to replace the contents of every file on the system with 
a Unicode heart character.

To manage the component-based supply chain 
risks, development teams (those humans!) are chal-
lenged to update their components when vulner-
abilities are found and choose safe components.4,5 
Software composition analysis (SCA) tools aid in 
identifying vulnerable components. SolarWinds was 
a wakeup call that reminded security experts that 
quickly updating to the latest version of a dependency 
might also introduce malicious code or vulnerable 
code that may be exploitable. Projects such as Open 
Source Security Foundation (OpenSSF ) Metrics and 
deps.dev are emerging to provide metrics on open 
source components to aid teams in making informed 
choices on components.

BUILD INFRASTRUCTURE AND THE 
SOFTWARE SUPPLY CHAIN

In an emerging attack vector, attackers are infiltrating 
the build infrastructure. In 2020, the build process for 
the SolarWinds network management tool, Orion, which 
is used to manage routers and switches inside corpo-
rate networks, was maliciously subverted to distribute 
malware to create backdoors on victims’ networks. This 
malware enabled spying on at least 100 companies and 
nine U.S. government agencies, including the Centers 
for Disease Control and Prevention, U.S. Department of 
Homeland Security, U.S. Department of Justice, Penta-
gon, and U.S. Department of State.

In 2021, attackers used a mistake in how Codecov 
built docker images to modify a script, which allowed 
them to send the environment variables from the 
continuous integration (CI) environment of Codecov 
customers to a remote server. The attackers accessed 
private Git repositories from the Git credentials in the CI 
environment and exploited the secrets and data within.

To manage the build infrastructure-based supply 
chain risks, development teams (those humans!) are 
challenged to secure their build infrastructure, consid-
ered to be a huge open-ended challenge.4 The Supply 
Chain Levels for Software Artifacts [SLSA (pronounced 
“salsa”)] framework provides a checklist of standards 
for reasoning about the build process. SLSA is based 
on Google’s internal processes and defines four levels, 
beginning with simply having a scripted build and 

recording provenance information and ending with 
using an ephemeral, isolated, parameterless, and her-
metic build environment. Bonus points are given if the 
build is reproducible; i.e., two builds produce bit-for-bit 
identical output.

Additionally, the industry is increasingly moving 
toward the use of reproducible builds to verify that the 
source code was unaltered when the original build was 
produced. There are a number of efforts on this front. 
For example, the Debian-initiated https://reproducible 
-builds.org effort has characterized and classified the 
many types of nondeterminism that can be introduced 
during the build process.

HUMANS AND THE SOFTWARE 
SUPPLY CHAIN: ATTACKERS

In the supply chain, we can consider attackers as 
developers who act with malicious intent. Attack-
ers aggressively implant vulnerabilities directly into 
components, infrastructure, software (e.g., libraries 
and tools) and infect build and deployment pipelines. 
Back to Ken Thompson’s quote about trusting trust, 
“Perhaps it is more important to trust the people who 
wrote the software. . . . You can’t trust code that you 
did not totally create yourself”.1 In reality, innovation 
would grind to a halt in an organization that decides it 
can’t trust any open source code due to the risk of mali-
cious code injection. That would be like Tesla deciding 
it can’t trust its screw manufacturer and manufactur-
ing its own screws.

As an industry, we need to develop models for iden-
tifying malicious actors and malicious code injection. 
Because the attackers act in ways that well-meaning 
developers do, we are challenged to identify their 
actions. Models are beginning to emerge to identify 
weak leaks signals that arouse suspicion, such as the 

TO MANAGE THE COMPONENT-
BASED SUPPLY CHAIN RISKS, 
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identification that a component maintainer’s domain 
is expired and does not have two-factor authentica-
tion (2FA) authentication set up on the account. An 
attacker can relatively easily hijack that component or 
a component that has an install script.6

More signals that indicate malicious activity need 
to be developed and verified. We can’t stop the attack-
ers, but we can make it harder for them. For example, 
typosquatting was a very popular attack vector. As 

ecosystems automated the identification and take-
down of rogue typosquatted packages, attackers have 
moved away from this attack vector. However, we play 
“cat and mouse”—with the plethora of weaknesses 
in most applications and infrastructures, moving to a 
different spot on the attack surface is not a big deal 
for the attacker but can be a big deal for the defender.

HUMANS AND THE SOFTWARE 
SUPPLY CHAIN: SOFTWARE 
DEVELOPERS

Some might argue that it’s almost too easy to intro-

duce a new dependency into your software systems. 

I’m definitely guilty of this in my previous life as an 

engineer. I remember pulling in random Python pack-

ages when building my own websites and not putting 

any thought into security. It should be fine if so many 

other people are using the same package, right?

—Kim Lewandowski, Google Product Manager7

In the supply chain, we can consider software 
developers as well-intentioned actors in the sup-
ply chain who are just trying to deliver functionality 
but sometimes make mistakes that enable security 
breaches. The quote from Lewandowski epitomizes 
a common but now naive belief held by developers. 

While developers may feel a popular package must be 
secure, attackers intentionally leverage their efforts 
by injecting malicious code in packages with many 
dependents and a high download frequency. A popular 
package may, in fact, be more risky.

Predominantly measured by his or her ability to 
deliver functionality, a developer can be overwhelmed 
and overloaded by the additional compliance restric-
tions and the notifications from supply chain security 
tools. For example, SCA tools, such as Dependabot, 
send email and pull requests for every dependency 
and transitive dependency in a package that has a 
discovered vulnerability. The vulnerability may be in a 
part of a component not used by the package, and an 
automatic acceptance of the pull request may break 
functionality and/or pose additional security risk—
increasing, not lowering, the overall risk.

Additionally, package maintainers may be over-
loaded, which may lead to hasty and possibly danger-
ous decisions around accepting new maintainers 
and pull requests. (They are humans, after all.) For 
example, a study on the npm ecosystem revealed that 
the top 1% of maintainers own an average number of 
180.3 packages, with an average of 4,010 direct depen-
dents.6 That’s a lot!

THE HUMANS AS FIRST-CLASS 
PLAYERS IN THE SECURE 
SOFTWARE SUPPLY CHAIN 
SOLUTION

For humans to be the solution to supply chain security, 
developers need education, guidance, and risk-based 
tools. Part of this education is just the awareness that 
not all open source software can be trusted. Major play-
ers in the industry are already coming together via a 
number of projects. Both SLSA (mentioned earlier) and 
the Open Web Application Security Project (OWASP) 
Software Component Verification Standard provide 
frameworks for identifying activities, controls, and best 
practices that can help in identifying and reducing risk 
in a software supply chain. Additional projects include 
OpenSSF (mentioned earlier); sigstore; and in-toto,8 
a joint industry–academia project that helps shed 
light on code-to-binary provenance. Package man-
agers and researchers are exploring logic-based and 
machine learning-based mechanisms for identifying 
malicious code and malicious contributors. Currently, 

WHILE DEVELOPERS MAY FEEL 
A POPULAR PACKAGE MUST BE 
SECURE, ATTACKERS INTENTIONALLY 
LEVERAGE THEIR EFFORTS BY 
INJECTING MALICIOUS CODE IN 
PACKAGES WITH MANY DEPENDENTS 
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this machine learning-based sorting to identify bad 
hygiene has a high signal-to-noise ratio and presents 
technical challenges, so more work is needed.

Is it possible to trust trust? Can we develop mecha-
nisms for software developers to trust code that we 

did not totally create ourselves in an informed manner? 
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Placing Trust in Automated 
Software Development Processes
James Bret Michael, Naval Postgraduate School

Automation of certain aspects of software development and maintenance help us 
achieve our software-productivity goals, but we need to consider the trust we can 
place in that automation.

IBM’s release of the first commercial off-the-shelf 
compiler for a high-level programming language 
was a watershed event.1 To a large extent, it freed 

programmers from hand-coding programs in assem-
bly language or microcode, thereby significantly 
reducing the total number of source lines of code for 
a human to construct a program; the expansion ratio 
for that version of Fortran to assembly language was 
1:20 for the IBM 704 computer. As compiler technology 
matured and became available for other high-level 
languages and computers, programmers’ use of 
high-level programming languages flourished. This, in 
turn, was a major contributor to improved productive-
ness in maintaining software: it was relatively easy for 
humans to understand and modify the structure and 
function of legacy software presented in a high-level 
language compared to doing so for the equivalent 
assembly or microcode representation.

Major advances over the next three decades, for 
example, in compiler-optimization techniques, pro-
gramming language features, such as user-defined 
functions with passing of values by reference and the 
capability for precise data description, and structured 
programming, along with the introduction of tools 
such as cross compilers and compiler–compilers, fur-
ther liberated programmers from performing software 
development and maintenance tasks that are too time 
consuming or error prone for humans to accomplish 

but well suited for mechanization. In addition to reduc-
ing development time, programmers had the oppor-
tunity to use the resultant time savings afforded by 
applying those tools and techniques to make updates 

or devote additional attention to other tasks, such 
as performing software requirements engineering, 
architecting and designing software, and testing and 
debugging code.

From the late 1980s through the 1990s, major 
strides were made in improving the engineering of 
software, for example, with the widespread adop-
tion of object-oriented design and programming 
using languages such as Ada, software reuse, Barry 
Boehm’s spiral model of software development, soft-
ware metrics, Watts Humphrey’s Capability Maturity 
Model, Java virtual machine and Java development 
kits, rapid system prototyping, and software–hard-
ware co-design.2,3 Some other examples include the 
rapid maturation and use of computer-aided software 
engineering (CASE) tools, toolchains, integrated 
development environments, software frameworks 
(which include items such as code libraries and sup-
port software), aspect-oriented programming, and 
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Unified Modeling Language-based modeling and 
code generation.

During that time period, I was conducting applied 
research in software engineering at the Software 
Productivity Consortium and the Computer and Soft-
ware Engineering Division of the Institute for Defense 
Analyses. With the sponsors of that research, we were 
attempting to obtain efficiencies in the development 
and maintenance of systems as the software partition 
(that is, the portion of a system implemented in soft-
ware) of those acquired systems increased in size and 
complexity. New conferences were launched to help 
spur advances in software productivity and software 
engineering in general, such as the founding of the 
IEEE-sponsored First International Conference on the 
Software Process in 1991.4

Over the last two decades, our profession made 
further inroads in boosting software productivity 
through the use of capabilities such as automated tool 
support for distributed software development, agile 
development methods, cloud services, containeriza-
tion, and the integration of development and opera-
tions (known as DevOps). We also concentrated on 
making best practices and the accumulated body of 
knowledge for software engineering widely available 
to software professionals. Productivity gains also have 
been realized by reverse engineering through the use 
of automation support, such as the open source and 
extensible Ghidra framework (https://ghidra-sre.org/).

I look back to 1980, the time at which I first expe-
rienced some of the challenges associated with 
developing and maintaining software programs. I 
wrote the software in WATerloo Fortran IV along with 
scripts in job control language, which included lots of 
write statements with the text ‘got to here’ for debug-
ging purposes. I submitted the software to an IBM 
System/360 mainframe computer using 80-column 
punched cards and waited for what seemed then 
to be an eternity for my batch jobs to run and the 

line-printer output to be made available. I can attest 
that our profession has made major strides in sup-
porting software development and maintenance, 
especially in terms of software productivity. And the 
“rubberband bandito,” as we affectionately called 
the rubberband that someone left on a deck of cards 
that was placed in the card-input reader, which then 
inevitably became jammed in the reader mechanism, 
was a real productivity killer! However, I had noth-
ing to complain about. In the early 1960s, my father 
was programming computers that had plugboards, 
switches, and vacuum tubes—an even more tedious 
and time-consuming process and one that required 
a detailed knowledge of the computer’s hardware 
design and functionality.

However, the preceding example results in an 
apples-to-oranges comparison because the complex-
ity and size of typical software applications today 
are many orders of magnitude beyond those of the 
1980s. In addition, today’s software processes bear 
little resemblance to those of the past and are now 
typically tailored to the type and attributes of the soft-
ware application being developed, in addition to the 
policies, capabilities, and resources of the developers 
and maintainers of the software. Even the automation 
support for developing and maintaining software is 
bundled differently. For instance, software engineers 
and programmers typically use software develop-
ment kits (SDKs) to develop and maintain mobile, 
web, desktop, and embedded software applications. 
An SDK consists of just about everything you need 
to build and update an app, including a compiler, an 
editor, code samples, a framework, an integrated 
development environment, application programming 
interfaces, testing and analytics tools, support docu-
mentation, and debuggers. SDKs have been shown 
to improve software productivity, as evidenced, for 
example, by shortened software development cycles 
for apps.
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The picture I painted of the evolution of soft-
ware productivity is incomplete as just about every 
advancement made in computer science, software 
engineering, and related fields, such as computer engi-
neering, has had some effect on software productivity. 
In addition, I have not mentioned the many challenges 
encountered along the way in achieving improvements 
in software productivity. A good example from the 
1980s is that CASE tools were not originally designed 
to support distributed development of software, nor 
did they afford the capability to merge system arti-
facts developed using multiple CASE tools into a single 
picture of a system—what we referred to at the time 
as the information modeling gap.5

It has also been challenging over the past six 
decades to convince software engineers and pro-
grammers to adopt new technologies (for example, 

pattern-based design of software) or modify their 
familiar software-process workflows to better lever-
age these technologies. I personally observed such 
resistance by project managers to adopt automated 
test-case generation and execution tools, even though 
there was no way for their technical teams to be suc-
cessful at manually constructing a sufficient number 
of test cases and updating that set of test cases for 
the mission- and safety-critical software they were 
developing. Their excuses for reluctance to change 
came down to the perception that the project risk 
and the expense associated with the learning curve in 
using new technologies or ways of doing things were 
too high. Another confounding factor has been the 
ongoing challenge in gaining access to, collecting, ana-
lyzing, and publicly disseminating information about 

software development productivity from real-world 
software development projects.

SOFTWARE PROCESS 
AUTOMATION AND TRUST

Much of what I have described about improving soft-
ware productivity involves automation of portions of 
a software process. The push for enhancing the auto-
mation of software processes continues. For exam-
ple, there is now commercial support for low-code 
and no-code development of software, with the aim of 
making it possible for people with little to no knowl-
edge of computing to be able to develop and main-
tain software applications with some or no assistance 
from computing professionals.

As another example, software–hardware co-design 
has gained new momentum as developers of systems 
work to optimize the performance of both the soft-
ware and hardware that run artificial intelligence (AI) 
and machine learning (ML) algorithms. In addition, 
ML operations is being leveraged by AI practitioners 
to gain productivity through automation support for 
the end-to-end development and maintenance of ML 
software (see, for example, https://ml-ops.org/).

As I pondered my and other computing profes-
sionals’ increasing reliance on software process 
automation, I had a feeling of déjà vu. Ken Thompson’s 
Turing Award lecture, “Reflections on Trusting Trust,” 
provides an example of a compiler that, through 
self-reproducing programs, introduces and reintro-
duces security-related software bugs.6 The takeaway, 
according to Thompson, is that “You can’t trust code 
that you did not totally create yourself.” Yes, the 
productivity gains that can be obtained from using 
compilers and other forms of automation for software 
development and maintenance can be substantial, but 
how much trust can we place in the dependability of 
the software (and in the case of software–hardware 
co-design, the software and hardware) artifacts that 
the automation produces?

From a practical standpoint, we are reliant on 
high levels of automation of the software develop-
ment process to make it technically feasible to build 
modern-day applications. I do not know about you, but 
I do not have the interest, nor is it practical in terms 
of time and other resources, to develop and maintain 
all of my own automated support for enacting the 
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software development processes that I use. Develop-
ment and maintenance of software involves assuming 
risk by leveraging the products and services from 
local, regional, or global supply chains.

Consider the widely used Apache Log4j Java log-
ging framework (https://logging.apache.org/log4j 
/2.x/), an example of improving productivity through 
reuse. An unintended software bug in Log4j happened 
to present a zero-day vulnerability (https://nvd.nist.
gov/vuln/detail/CVE-2021-44228), which eventually 
was exploited. This had an impact on the trust software 
professionals have in Log4j, but I wonder how much 
trust was restored after that vulnerability was discov-
ered. Shortly after that patch was released, an exploit-
able vulnerability was found in the patch, which, in 
turn, needed to be fixed (https://nvd.nist.gov/vuln 
/detail/CVE-2021-44832), further affecting trust in the 
logging utility. The discovery of additional flaws is not 
surprising—those of us who have practiced software 
reliability engineering know that software updates 
typically introduce software flaws.

We also continue to find previously unknown 
security, reliability, resilience, and other dependability- 
related issues in compilers and other enablers of soft-
ware development process automation, such as the 
lack of adequate defenses against attacks that exploit 
Unicode Bidi overrides. Note that this override capabil-
ity for use with text encodings is an intended feature, 
not a software bug.7 When supply-chain-enabled 
attacks involve inserting untrusted code into soft-
ware repositories, there are ways to mitigate the risk, 
even for executable derivatives and tools (for example 
Log4j), such as through the use of crowdsourcing cri-
tiques with blind signatures.8

There are legal and ethical aspects impacting 
the trust we can place in software development 

process automation, such as the revelation that the 
company known as Anomaly Six allegedly uses the 
SDKs inside certain mobile apps to collect informa-
tion about the user of a mobile phone and fuse those 
data with geolocation data to track the movement of 
the person using the mobile phone.9 This is not the 
first time users have been duped into sharing their 
personal information. Avast collected and sold infor-
mation to third parties about the web-browsing habits 
of the users of Avast’s security software.10

There are many other aspects of trust to be 
explored—too many to cover in this article. I plan to 
write a follow-on article for this column on accessing 
the suitability of a programming language for use in 
developing trusted software. However, let’s end on 
an upbeat note, which is that companies are making 
progress toward devising frameworks, tools, and other 
software development process automation to support 
explainable AI. Helping developers, maintainers, users, 
and other stakeholders (such as regulators and policy 
makers) understand the behavior of ML algorithms and 
documenting that behavior will be key for obtaining 

trust in the dependability of AI-enabled systems. We 
also need to be mindful of managing the risk involved 
in using those explainable AI capabilities and further 
enhance our software development process automa-
tion to accommodate the current paradigm shift from 
model-centric to data-centric AI. 

DISCLAIMER
The views and conclusions contained herein are those 
of the author and should not be interpreted as nec-
essarily representing the official policies or endorse-
ments, either expressed or implied, of the U.S. govern-
ment. The U.S. government is authorized to reproduce 
and distribute reprints for government purposes not-
withstanding any copyright annotations thereon.
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DEPARTMENT: SE FOR AI

The Engineering Mindset Is an 
Ethical Mindset (We Just Don’t 
Teach It That Way… Yet)
Tim Menzies , Brittany Johnson, David L. Roberts, and Lauren Alvarez

There are far too many examples where software 
engineers have deployed artificial engineering 
(AI) models with dubious, even dangerous, ethi-

cal properties (see “On the Need for Ethical Software”). 
How can we fix that?

WHY TEACH MORE ETHICS?
A recent Stack Overflow survey of more than 100,000 
developers1 showed that barely half responded that 
they would decline to develop unethical software. 
In that same survey, a third of respondents said, “it 
depends.” These signals point to a need for frame-
works and tools to support developers in making eth-
ical choices and training them to always apply those 
frameworks. As educators, we ask the following ques-
tion: “How can we, while training future software engi-
neers, also be training ethical decision makers?”

There are many excellent computer science (CS) 
subjects devoted to ethics that allow free access to all 
their materials. For example, in our graduate software 
engineering (SE) class, we get students to apply the 

“seven steps to ethical decision making”2 to the numer-
ous ethical case studies documented at onlineethics.
org3 (for more examples of this kind of excellent mate-
rial, see Hill4 and see “Other Work on Integrating Ethics 
Across the Computer Science Curriculum”).

While we applaud the authors of that material, we 
are worried that ethics is often taught separate from 
(or as a cursory add-on to) the rest of the curriculum 
(often in some separate subject called “Ethics in 
Computer Science” or an all-too-short module within 
a longer course). We believe there is more value in an 
integrated approach where ethics is woven into every 
subject and material from one subject informs the 
ethical discussions of another. Perhaps, more sub-
stantively, we believe our profession should acknowl-
edge, embrace, and act to ensure that an engineering 
mindset is an ethical mindset.

To make this concrete, at the end of this article, we 
offer TESTED, an example of a rewrite of a graduate 
automated SE course. In that rewrite, issues of ethics 
and responsibility are “baked into” the whole subject 
(and are not some clumsy post hoc add-on). TESTED 
is a proof by example that we can achieve the ethical 
engineering mindset without detracting from the core 
technical topics of a subject.
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WHO SHOULD TEACH  
MORE ETHICS?

Not a Problem for Software Engineers?
Some argue that the ethical issues of software are 
best left up to politicians (to make legislation) or law-
yers (who can argue the nuances of that legislation in 
court). In reply, we say that the ethical problems raised 

by software, and in particular intelligent software, are 
now so complex and rapidly evolving that lawyers and 
politicians just cannot keep up. At least some of these 
ethical issues must now be measured and mitigated by 
the teams designing and maintaining those systems.

Further, addressing the ethical issues posed by 
software should not be something that engineers 
do out of statutory obligation but out of a sense of 

ON THE NEED FOR ETHICAL SOFTWARE

C hapter Six of Safiya Noble’s book Algorithms of 
OppressionS1 tells the sad tale of how a design quirk 

of Yelp ruined a small business. As one of Noble’s interview-
ees put it, “Black people don’t ‘check in’ and let people 
know where they’re at when they sit in my (hair dressing 
salon). They already feel like they are being hunted; they 
aren’t going to tell the Man where they are.” Hence, that 
salon fell in the Yelp ratings (losing customers) since its 
patrons rarely pressed the “checked-in” button. There are 
many other examples where software engineers fielded 
AI models, without noticing biases in those models.

 » Amazon had to scrap an automated recruiting tool as 
it was found to be biased against women.S2

 » A widely used face recognition software was found to 
be biased against dark-skinned womenS3 and dark-
skinned men.S4

 » Google Translate, the most popular translation 
engine in the world, shows gender bias. “She is an 
engineer, he is a nurse,” when translated into Turkish 
and then again into English, becomes “He is an engi-
neer, she is a nurse.”S5

For our purposes, the important point of the first No-
ble example is this: if software designers had been more 
intentional about soliciting feedback from the Black 
community, then they could have changed how check-
ins are weighted in the overall Yelp rating system. As to 
the other examples, in each case, there was some dis-
criminatory effect that was easy to detect and repair,S6 
but developers just failed to test for those biases.

There is a solution to all these problems: if a small 
group of people builds software for the larger com-
munity, they need to listen more to the concerns of the 
larger community. For that to work, the smaller group 
of developers has to admit the larger group into their 
design processes—either via a) changing the reward 
structures such that there are inducements for the few 

to listen to the many (for example, by better govern-
ment legislation or professional standards); b) inclusion 
practices that admit the broader community into the 
developer community; or c) review practices where the 
developers can take better and faster feedback from 
the community. To say that another way, from an ethical 
perspective, it is good practice to give software to some-
one else and let them try to break it. For a discussion on 
tools to discuss that process, see the TESTED toolkit 
(discussed at the end of this article).
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obligation to our fellow human beings. We should be 
self-policing our practices and not outsourcing require-
ments to those without the technical skills of our 
profession. That being said, often, powerful economic, 

political, or social forces can (inadvertently) incentiv-
ize unethical behavior. As such, top-down governance 
via legislation or policy can play a role in setting the 
occasion to drive changes in ethical engineering 

OTHER WORK ON INTEGRATING ETHICS ACROSS 
THE COMPUTER SCIENCE CURRICULUM

W e are not the only ones to discuss an in-
tegrated approach to ethics across the 

computer science (CS) curriculum.S7,S8 A motivation 
present in the CS ethics curriculum is to contextualize 
technology by connecting it to its societal impact. Kra-
kowski et al.S9 referred to this coupling as a “sociotech-
nical” curriculum and highlight the curriculum’s suc-
cess, which corroborates with previous case studies, 
including a survey reviewing 115 university tech ethics 
course syllabi.S7,S10 Fiesler et al.S7 note the importance 
of interdisciplinary learning and the challenge to stan-
dardize teaching while considering the many variations 
of “tech ethics” integrations in present curricula.

Prior researchers have argued that ethics should be 
introduced as early as Programming 101 to prevent the 
“I’m just an engineer” mindset and underscored the need 
for more interdisciplinary collaboration with domains 
like philosophy to create a standard infrastructure for 
teaching and embedding ethics across CS. A European 
studyS11 on the importance of CS ethics curriculum 
coincides with previous research on 1) the widespread 
embrace for ethics curriculum integration; 2) the lack of 
hours dedicated to ethics teachings; and 3) the previous 
misconceptions of ethics referencing it as a standalone 
topic or area of concentration rather than a foundational 
concept present in main domains such as artificial intel-
ligence, data science, and security. In accordance with 
the present results, studies have detailed the current 
“ethics crisis” and present a call for computer scientists 
to make the same strides as climate scientists by utiliz-
ing collaborative teaching practices and exchanges of 
knowledge.S7,S12

The suggestions for future work involve using eth-
ics as a pedagogical lens such as “responsible” versus 
“irresponsible computing” frameworksS13 and assess-
ing academics’ levels of ethical awareness to improve 
curriculum integration by beginning with educating 
professors.S14 A challenge for future research is to 
expand the ethics theory at present and connect tech 
ethics pedagogies to feminist theory and critical inquiry. 
Williams et al.S15 spotlight the dangers of minimizing 
ethics into “consequentialist, duty, or virtue ethics” and 
argue that students are not prepared for real-world sce-
narios involving structural societal systems of inequity. 

The current state of the literature emphasizes an ethics 
crisis but an open community of academics willing to 
learn how to successfully integrate tech ethics given the 
right curriculum.
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practice. However, bottom-up cultural shifts can drive 
change more efficiently and enhance those statutory 
efforts (should they occur).

In our view, issues of, for example, software bias 
in intelligent systems are now such a pressing mat-
ter that it is reckless and irresponsible to assume 
some other community will fix it. This is an “all hands 
on deck” situation where many communities need to 
offer their skills to address a pressing social problem. 
And there is much the SE community can offer for this 
problem. Berk et al.5 famously said in 2017 that “It is 
impossible to achieve fairness and high performance 
simultaneously (except in trivial cases).” But in 2021, an 
SE research team showed that Berk et al. were wrong 
since many of the things done to fix fairness are also the 
sampling operators widely used in software analytics to 
improve prediction. Hence, Chakraborty et al.S6 showed 
that their Fair-SMOTE system could improve not only 
fairness measures but also predictive performance.

Not a Problem for Technologists?
Some say software is a technology and, as such, is 
selected to favor the ruling elite.6 In this view, soft-
ware is as inherently bad (racist, sexist, misinform-
ing) as anything else selected by their social con-
text. Hence, in that view, there is no value in fixing, for 
example, algorithms until we first fix the society that 
selects and deploys them. Noble,S1 for example, wants 
“decoupling of advertising and commercial interests 
from the ability to access high-quality information 
on the Internet”; to “suspend the circulation of racist 
and sexist material that is used to erode our civil and 
human rights”; and to require that all search results be 
annotated to symbolize, for example, pornography (in 
red); business or commercial material (in green); enter-
tainment (in orange), etc.

But is this viewpoint incomplete? Does it under-
estimate the number of choices within a technology 
(most of which are unexplored)? Not all technology 
inexorably returns a single output hardwired into its 
design. Some algorithms are exploratory tools that 
help humans trade off between numerous competing 
goals. Other software has a large set of configuration 
parameters that can change all manner of things, 
including the false positive rate between different 
populations. Just as algorithm designers need to know 
more about the broader social issues of their work, so 

too do social theorists need to know about algorithms. 
In this way, these groups can better work together 
while discussing, for example, how language can mar-
ginalize and disfranchise social groups7 or how the 
Zitzler predicate can sort items on the Pareto frontier 
during multiobjective optimization.8

What we seek is a “two-way street” between what 
we might call the humanities view (which is light on 
CS knowledge) and the CS view (which is light on 
knowledge of the broader social context). For example, 
Gebru9 wants regulation that “specifically says that 
corporations need to show that their technologies are 
not harmful before they deploy them.” Implementing 
that requirement, at a company-level scale, would 
require many things, including the fairness testing 
methods discussed here.

HOW TO TEACH ETHICS (AN 
INTEGRATED APPROACH)

To repeat the main theme of this article: We believe 
it is important to integrate concepts related to eth-
ical decision making throughout the various courses 
in CS curricula. More specifically, we say that every 
course in the CS curriculum should explore the follow-
ing questions:

 › Who could get hurt by the software from that 
subject?

 › How can that hurt be mitigated? Here, students 
will be asked to take methods from one subject 
and apply them to another.

 › How can that kind of software be changed to 
empower more people such that this kind of hurt 
does not happen in the future?

By answering these questions, students will be 
encouraged to consider who is empowered, or disem-
powered, by technology and the decisions they make 
when developing and deploying that technology. For 
example, students should be taught it’s critical

 › for someone else to be able to review and 
understand what you are doing

 › for others to have opportunities to object to all 
or part of what you do

 › to respond to any objections raised (perhaps by 
changing what you are doing).
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In this view, students in, for example, a database 
course may be led to critically analyze how well a data-
base supports the following:

 › privacy (that is, controlling who can see what 
about whom)

 › forgetting (that is, whether all the details about 
one person can be removed from the systems)

 › access (that is, whether individuals can check 
who has seen what about their records)

 › correction (for example, if a government data-
base has some error about someone, whether 
someone can repair that error).

For another example, consider our TESTED data 
science class. For this article, the important point 
of TESTED is that it shows that ethical issues (spe-
cifically, issues of accountability) can augment and 
improve syllabus design.

TESTED is a set of coding assignments, written 
in Lua (which is a small and simple Python-like lan-
guage but with far less overhead). Students use these 
samples as an executable specification that they must 
reproduce in any other language they like (except Lua). 
Each of these assignments is about one to two weeks 
of work. Hence, it is suitable for homework or (by com-
bining several modules) a large end-of-term project.

Given all the examples in “On the Need for Ethical 
Software,” testing is an essential component of AI. 
Hence, TESTED is very focused on test-driven devel-
opment—by both developers and outside groups. 
TESTED assumes that the best way to test something 
is to give it to someone else and watch them break it. 
This is actually a core principle of ethical programming. 
Vance et al.10 argue that a precondition for account-
ability is the knowledge of an external audience, who 
could approve or disapprove of a system. Hence, 
TESTED includes five accountability-support tools.

1. operators for learning the boundaries of a 
system’s competency

2. methods for looking beyond those boundaries 
(taken from cognitive psychology)

3. human-readable model generation methods 
that can extract symbolic descriptions from 
training data (since that is what humans need 
for explaining a system)

4. cost-effective sampling methods that let 
outsiders probe a system, looking for interest-
ing (or alarming) behavior

5. semisupervised learners where algorithms 
make conclusions based on a small sample 
of the total data space (so humans are not 
overwhelmed with excessive questions).

TESTED encourages a mix-and-match approach 
to AI (where developers can exert much control 
over what functionality they deliver). To foster that 
approach, students are encouraged to reflect on 
all the overlap within the previously mentioned 
accountability-support tools.

 › To explore beyond the boundaries of the current 
system, TESTED uses hierarchical clustering to 
implement the tautology and instance selec-
tion hierarchies used in repertory grids (see 
Figure 1). Repertory grids are a tool proposed 
by the cognitive psychologist George Kelly as 
a method for eliciting tacit knowledge. Niu and 
Easterbrook11 comment that repertory grids 
are widely recognized as a domain-independent 
method for externalizing individuals’ personal 
constructs. Interviewees are invited to offer 
their own examples from their own domain. 
Then, they are asked: “Given three examples 
(picked at random), on what dimension is one 
example most different from the other two?”

 › To define a system’s boundary, TESTED reuses 
the same clustering tools applied to build the 
repertory grids. To check if new inputs fall within 
the data used to train a system, TESTED runs 
the new examples down its tree of clusters. New 
inputs are anomalous if they fall far from the 
median of a cluster. An anomalous example 
can either:

 » trigger an alert based on any conclusion for 
this example (since it is based on information 
that is out of the scope of the training set)

 » trigger model updates (and, to keep that 
tractable, those updates can be restricted to 
just the clusters suffering from anomalies).

Further to the aforementioned, there are many 
other ways TESTED can show that, under the hood, 
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there is much commonality in many 
AI systems. For example, once we 
can recursively cluster data (using 
the methods described previously), 
then there are many ways to use 
the leaf clusters found by that 
recursion.

 › Nearest-neighbor algorithms 
can be very slow. They can 
be sped up by looking only 
for near neighbors within the 
same leaf cluster.

 › By sampling and labeling only 
a few examples per leaf, then 
our tree of clusters becomes 
a semisupervised learner. In 
this approach, all examples of a leaf share the 
labels seen on one (or slightly more than one) 
example per leaf. Semisupervised learners are 
very important for human-in-the-loop systems 
since they mean humans are pestered for their 
opinion on only a small subset of the data.

 › By comparing the labels collected on different 
branches, it is possible to compute actions that 
adjust results from one leaf L1 to another leaf L2. 
Note that if the comparison is based on some 
multiobjective criteria, then this whole approach 
converts from “classification” and “regression” 
to a “multiobjective optimizer.” Note also that 
by discretizing numeric ranges such that we use 
only ranges with different ratios of examples 
from L1:L2, we can then “bunch up” many ranges 
into far fewer ranges (which makes rule or deci-
sion tree generation much simpler and faster).

 › Once the leaves are sorted, then those actions 
can be reported to the members as either

 » plans on how to improve things (that is, how 
to change a conclusion from a worse leaf to a 
better leaf)

 » monitors of what conditions can change 
conclusions from a better to a worse leaf.

Returning now to the issue of ethics and account-
ability (and the need for outsiders to test a system), 
the previously mentioned description of TESTED 
simplifies the interactions between human and AI 

systems. Semisupervised learners reduce the number 
of interactions required between humans and AI. Visu-
alizations such as Figure 1 offer high-level symbolic 
descriptions needed for human comprehension (and 
for a more detailed view, we can use decision trees). 
Anomaly detectors tell us when a current model needs 
to be extended. Repertory grids let us explore the 
space of concepts important to users. Since our Rep-
Grid analysis scales from small examples (like Figure 
1) to much larger datasets, we can run the same attri-
bute/example clustering on the concepts of the users.

THE ENGINEERING MINDSET CAN 
BE AN ETHICAL MINDSET

 » Our challenge in building a professional 
culture comprising an ethical mindset is not 
to appropriate the success of technical fields 
but to replicate and adapt for our purposes. 
Technology rarely, if ever, exists for technol-
ogy’s sake. The artifacts engineers produce 
exist in a context comprising the environment 
and people that interact with the artifact 
or are impacted by it. These artifacts aren’t 
purely technical, they’re sociotechnical, 
and traditional engineering education often 
eschews the socio in favor of the technical.

In this short article, we have offered motivation 
and an example of why and how ethics can be an 
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integral part of contemporary CS curricula. Bringing 
the socio and technical closer to parity of focus in 
engineering education doesn’t represent a monumen-
tal change in the skills we teach; it simply requires 
that ethical considerations be taught to be as natural 
a part of the solution to an engineering problem as the 
choice of compiler, programming language, dataset, 
etc. in SE.

The tools of other communities may provide inspi-
ration, but we as a community of engineering profes-
sionals already have a well-stocked toolbox from which 
we can build a broad solution to training ethically 
minded future engineers. The engineering mindset is 
often described as comprising, in large part, “systems 
thinking” or the idea that the world around us is linked 
in (often) subtle but critical ways. Systems thinking 
promotes maintaining awareness of these relation-
ships to identify structures and to be conscious of how 
choices interact with those structures. In essence, the 
engineering mindset can be thought of as a dedication 
to asking the right questions, at the right times, and 
taking into account the right relationships. This is not 
at all different from the ethical mindset, where asking 
the right questions, at the right time, and accounting 
for the right people are fundamental.

In short, engineers trained to have an engineering 
mindset already have the skills to acquire an ethi-

cal mindset—they need the context, motivation, and 
experience to engage in these systems thinking tasks, 
keeping the people who are a part of the structure of 
these systems on par with the technical. Ethical frame-
works, like TESTED, can be a powerful tool in instilling 
broad adoption of the ethical mindset when deployed 
widely in education. 
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As smart cities increasingly become real, an ethical framework for them becomes
increasingly necessary. Surprisingly, current approaches largely disregard such a
framework and concentrate primarily on challenges pertaining to the data lifecycle.
However, a smart city involves much more than data gathering: it involves the
interactions of residents, businesses, and government agencies with respect to
public and private resources subject to potentially subtle regulations and other
norms. This article introduces a sociotechnical view of smart cities and shows how
it may be profitably mapped to the moral foundation theory to provide a
comprehensive ethical framework.

A smart city is one that involves the digitalization
of its infrastructure and services to meet goals,
such as improving residents’ well-being and

realizing gains in terms of efficiency, cost, sustainability,
and resilience to natural and societal disruptions. Defini-
tions by the Organization for Economic Co-operation
and Development (OECD, an international body)1 and
the National Institute of Standards and Technology
(NIST, a US body)2 agree on this core idea though they
may differ in some details and phrasing.

The vision of smart cities unites progress in sensor
technologies, storage, communications, information
processing architectures, and data analytics to build an
Internet of Things (IoT) system at city scale. This vision
is attractive because it brings together complementary
technologies to generate innovative solutions that can
help ordinary people.

Smart cities are motivated by several potential
goals, including the following extracted from a recent
report by NIST.2

1) Faster and wider delivery of urban services.

2) A reduction in costs of operating a resident-
responsive infrastructure.

3) Increased opportunities for interaction, collabo-
ration, and commerce between residents, busi-
nesses, and government agencies.

4) Enhanced environmental sustainability.
5) Support for equitable access to city services and

related services, such as healthcare.
6) Improved quality of life for residents.

Important themes in smart cities include transporta-
tion3 and the smart grid,4 although the applications
include virtually all aspects of civic life, including health-
care, education, space usage, andwastemanagement.a

Smart cities and IoT
We conceive of a smart city as an agglomeration of
IoT applications with a human and societal flavor.
Indeed, when we think of the IoT in general, besides
the purely technical development—such as the mini-
aturization of sensors, power packs, and radios—the
major concerns of the IoT are reflected in smart cit-
ies. This is because smart cities bring together het-
erogeneity, multiple stakeholders and administrative
domains, and continual negotiation of functional and
nonfunctional requirements of multiple interacting
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IoT applications. For this reason, we see smart cities
as a challenging exemplar of an IoT application.
Although we focus on an ethical framework for smart
cities, we see this framework as applying to even nar-
rower IoT settings, such as individual applications.

Scope of this article
This article outlines the key elements of a comprehen-
sive ethical framework for smart cities. To this end, it
adopts a sociotechnical, yet computational stance on
smart cities. Ethics can refer to a variety of concerns.
This article adopts a viewpoint based on the well-
known moral foundations theory (MFT).5 This theory
is well-suited to smart cities because it encompasses
the key moral dimensions or foundations that pertain
to interactions in a city: impacts on the interests of
individuals (e.g., residents and businesses) and insti-
tutions, statistical properties of gains and losses,
imposition of power on individuals, and protection of
residents’ values. In this way, MFT goes beyond a
focus on data privacy to the essence of the lives of
the people who form a city. Further, this article maps
interactions in a smart city viewed as a sociotechnical
system to the moral foundations.

TRADITIONAL THINKING AND ITS
LIMITATIONS

The first generation of smart cities is organized around
well-defined existing services and is realized mainly
through technology upgrades for sensing, communi-
cations, and computing. For example, the US Depart-
ment of Transportation3 identifies efforts on creating
plans for improving street lighting, measuring conges-
tion and improving transportation throughput on road
networks, measuring air pollution, and improving
mobility for residents.

OECD1 motivates the fact that the introduction of
smart cities may lead to challenges, such as privacy and
widening inequality as well as challenges in regulation,
broadly concerning government contracts and labor laws.

Current discussions of smart cities often involve
little more than inserting the word “smart” before vir-
tually anything that one may associate with a city. As
a case in point, a recent NIST publication,2 [Figure 3,
p. 6] lists smart education, smart resource and waste
management, smart communications, smart health,
smart urban planning, smart building, smart grid,
smart security, smart mobility, smart environment,
and (quite mysteriously) smart citizens. The repeated
use of “smart” as a buzzword does little to lend clarity
to the conception. Even without the buzzword, the
conception is very much based on the services

available in traditional cities.b Consequently, a major
concrete shortcoming of current thinking is that it
either involves interactions between a resident and a
government agency or leaves the interactions unspec-
ified and amorphous.

Despite the promise of smart cities and the recent
progress in deploying IoT technologies, the current
thinking on these topics focuses heavily on the tech-
nological element. That is, there is ample discussion of
sensors and technological challenges, such as power-
ing the sensors and processing the data streams they
produce. However, current research is limited with
respect to the human and social elements.

Some researchers mention the importance of
human and social elements and acknowledge the
need for a sociotechnical approach to understanding
smart cities. However, when researchers talk of social
aspects, they largely mean either: 1) the economic
aspects, such as the relationship between the adop-
tion of smart city technologies and pricing and incen-
tives, or 2) the concerns inherent in the collection of
data from smart infrastructure.

Specifically, current scholarship largely eschews
discussions of ethics and safety in a computational
manner. The closest studies address privacy and
cybersecurity.6 We found only one substantive study
on ethics in smart cities7 and even that is focused on
big data and privacy. The study identifies transporta-
tion as the main illustration and considers only the
aspects of transportation by itself (i.e., the data
obtained through it, and the potential benefits and
harms). It thus exemplifies another shortcoming of
current thinking, which is to view smart city applica-
tions in a siloed manner.

TOWARD A COMPREHENSIVE
ETHICAL FRAMEWORK

In contrast to the previous approaches, we posit that
an ethical framework for smart cities must be compre-
hensive in three respects so that smart cities achieve
the positive vision that computer scientists and lay-
people have for them. First, it must tackle the synthe-
sis of multiple applications. Second, whereas privacy
is indeed important, the framework must address
broader ethical challenges. Third, the ethical frame-
work must accommodate relevant interactions
between different types of stakeholders.

Figure 1 shows a schematic of the ethical frame-
work we envision for smart cities.

b[Online]. Available: htt_ps://www.visualcapitalist.com/anatomy-
smart-city/
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increasingly necessary. Surprisingly, current approaches largely disregard such a
framework and concentrate primarily on challenges pertaining to the data lifecycle.
However, a smart city involves much more than data gathering: it involves the
interactions of residents, businesses, and government agencies with respect to
public and private resources subject to potentially subtle regulations and other
norms. This article introduces a sociotechnical view of smart cities and shows how
it may be profitably mapped to the moral foundation theory to provide a
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A smart city is one that involves the digitalization
of its infrastructure and services to meet goals,
such as improving residents’ well-being and

realizing gains in terms of efficiency, cost, sustainability,
and resilience to natural and societal disruptions. Defini-
tions by the Organization for Economic Co-operation
and Development (OECD, an international body)1 and
the National Institute of Standards and Technology
(NIST, a US body)2 agree on this core idea though they
may differ in some details and phrasing.

The vision of smart cities unites progress in sensor
technologies, storage, communications, information
processing architectures, and data analytics to build an
Internet of Things (IoT) system at city scale. This vision
is attractive because it brings together complementary
technologies to generate innovative solutions that can
help ordinary people.

Smart cities are motivated by several potential
goals, including the following extracted from a recent
report by NIST.2

1) Faster and wider delivery of urban services.

2) A reduction in costs of operating a resident-
responsive infrastructure.

3) Increased opportunities for interaction, collabo-
ration, and commerce between residents, busi-
nesses, and government agencies.

4) Enhanced environmental sustainability.
5) Support for equitable access to city services and

related services, such as healthcare.
6) Improved quality of life for residents.

Important themes in smart cities include transporta-
tion3 and the smart grid,4 although the applications
include virtually all aspects of civic life, including health-
care, education, space usage, andwastemanagement.a

Smart cities and IoT
We conceive of a smart city as an agglomeration of
IoT applications with a human and societal flavor.
Indeed, when we think of the IoT in general, besides
the purely technical development—such as the mini-
aturization of sensors, power packs, and radios—the
major concerns of the IoT are reflected in smart cit-
ies. This is because smart cities bring together het-
erogeneity, multiple stakeholders and administrative
domains, and continual negotiation of functional and
nonfunctional requirements of multiple interacting
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Smart City as a Sociotechnical System
A key feature of our framework is the representation
of a smart city as a sociotechnical system.8 This repre-
sentation broadens the focus of ethics from a purely
technical perspective (e.g., statistically mitigating
biases in data) to a sociotechnical perspective, where
ethics is about understanding one principal’s concern
for another as observed in the (technology-mediated)
interactions among the principals (e.g., tracing biases
in data to the data originators).9

The left part of Figure 1 shows the key components of
a sociotechnical system in a schematic form. A principal
is a social actor, such as an individual (e.g., a resident), a
private institution (e.g., a business), or a public institution
(e.g., a transportation agency). The principals use the
services and resources available in the system and inter-
act with each other in that process. The purpose of tech-
nology is to mediate the interactions among the
principals to yield a high quality of service (e.g., in terms
of efficiency, accessibility, flexibility, and so on).

Moral Foundations
We seek to analyze whether the technology-mediated
interactions in a sociotechnical system yield ethical
outcomes or not. To do so, we adopt a theory of moral
constructs available in the literature.

The MFT advocates that “morality is about how
individuals ought to relate to, protect, and respect
other individuals,” in line with several other moral phi-
losophers.5 MFT subscribes to the idea of moral plural-
ism, i.e., ascribing an individual’s morality to a
combination of multiple moral foundations. Thus, the
moral foundations provide a language in which to
describe moral behavior.

MFT includes the following six moral foundations,
where each foundation is represented as a dimension
ranging between a virtue and a vice (also shown on
the right-hand side of Figure 1).

Care–Harm is about protecting the vulnerable, espe-
cially one’s kin.

Fairness–Cheating is about ensuring that others are
treated fairly.

Loyalty–Betrayal is about acting in the interest of
one’s social group.

Authority–Subversion is about respecting hierarchies
to ensure obedience and deference toward
authoritative institutions, such as courts.

Sanctity–Degradation is about disgust toward
contamination.

Liberty–Oppression is about resisting domination, includ-
ingworking in solidarity to oppose oppression.

FIGURE 1. We view a smart city as a sociotechnical system, where principals interact, use public services and resources

(e.g., transportation), and produce or consume data. Addressing the ethical challenges of a smart city requires shifting the

understanding of ethics from the technical tier (involving data and resources) to the social tier where principals interact.
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Illustrating the Framework
The foregoing schematic identifies the key types of prin-
cipals in a smart city. In the following, we discuss the
kinds of ethical challenges that arise in a smart city.

As a running example, consider that public trans-
portation is the main means of travel in a smart city.
The transportation agency of the city collects data
about the occupancy of the vehicles, including the
number of passengers and how they traveled (e.g.,
first-class versus economy) in each vehicle. For trans-
parency, the agency shares these data publicly.

Although the transparency is desirable, as we
show in the following, many ethical challenges arise in
how the data are used when the transportation ser-
vice is combined with other public services and busi-
ness activities occurring in a city. To this end, imagine
that this city has a public park that has been endowed
with sensors (including cameras) and actuators (such
as gates). In the social tier, we would see norms
(whether regulations or informal), such as using the
park only within daylight hours and avoiding a picnic
area where a family is already enjoying a meal.

Residents interacting with government
agencies: This is the setting most discussed in the
smart cities literature. When residents use a tram or
enter a park, they interact with the respective munici-
pal agencies.

As existing approaches indicate, such interactions
raise the expected privacy concerns of resident data
being gathered, stored, and used. In addition, the ubiq-
uity of smart city services can lead to fine-grained
tracking and control of residents. For example, the
government can combine information on when some-
one boards or alights from a tram and when they enter
and exit a park to determine their entire schedule and
who they likely interact with.

The concern highlighted by these examples is con-
sent for actions pertaining to a resident’s information.
Consent maps to the Care–Harm foundation because
obtaining consent legitimately10 is a way of protecting
a resident’s interests and values.

Residents interacting with public resour-
ces: A more important situation is when residents
who use a public resource want to specify the app-
licable norms so they can share—more broadly,
govern8—the resource effectively. For example, res-
idents would need to agree on whether cameras as
installed in a park (technical tier) and norms about
when recording is turned ON, whether they are live
monitored without recording, and how the record-
ings are used (social tier).

With live monitoring, cameras could enable crime
prevention as well as apps to avoid congestion (by let-
ting people know if there was space). With recording,
cameras could enable solving crime. Besides crimes,
behaviors, such as littering or public urination that
make a space unusable for others, are common chal-
lenges with public infrastructures. Cameras can serve
as deterrents and enable better routing of cleaning
crews when needed. Different residents may have
competing values and preferences. For example, moni-
toring and recording would promote safety and may
be desirable to parents of young children but demote
privacy, which may be dear to others. Even for people
who have no intention of acting wrongly, the possibil-
ity of being observed can have a chilling effect on their
behavior.

This concern maps to the Authority–Subversion
foundation because of the need for residents to estab-
lish a legitimate authority (in the nature of the norms)
and avoid subverting it. The specific concern of expo-
sure resulting in a chilling effect maps to the Liberty–
Oppression foundation. The concern about cleanli-
ness maps to the Sanctity–Degradation foundation.

Residents interacting with residents:
Smart cities enable residents to share resources
belonging to one another or directly engage with each
other in using public services. The technology in a
smart city can enhance the quality of such interactions
among the residents. For instance, in our example,
since the transportation agency shares occupancy
data, residents can choose to travel during less-
crowded hours (indicating sharing of a public resource)
and have conversations with fellow passengers (indi-
cating peer-to-peer interactions). Moreover, the smart
city may enable residents to carpool from their homes
to and from a tram station and possibly chaperone
each other’s children to dance practice.

However, the technology can also be misused. For
example, pickpockets in the city can use the occu-
pancy data to target crowded vehicles, especially
those where riders are chaperoning multiple children.
Thus, new interactions enabled by the smart city may
lead to both care and harm. Thinking further about
this problem based on our ethical framework, a poten-
tial solution is to increase security in public transpor-
tation during crowded hours, which relates to the
Authority–Subversion foundation.

Residents interacting with businesses: A
smart city would enable improvements in efficiencies
in interactions between businesses and people. Sup-
pose a cafe is placed not far from the city park and a
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Smart City as a Sociotechnical System
A key feature of our framework is the representation
of a smart city as a sociotechnical system.8 This repre-
sentation broadens the focus of ethics from a purely
technical perspective (e.g., statistically mitigating
biases in data) to a sociotechnical perspective, where
ethics is about understanding one principal’s concern
for another as observed in the (technology-mediated)
interactions among the principals (e.g., tracing biases
in data to the data originators).9

The left part of Figure 1 shows the key components of
a sociotechnical system in a schematic form. A principal
is a social actor, such as an individual (e.g., a resident), a
private institution (e.g., a business), or a public institution
(e.g., a transportation agency). The principals use the
services and resources available in the system and inter-
act with each other in that process. The purpose of tech-
nology is to mediate the interactions among the
principals to yield a high quality of service (e.g., in terms
of efficiency, accessibility, flexibility, and so on).

Moral Foundations
We seek to analyze whether the technology-mediated
interactions in a sociotechnical system yield ethical
outcomes or not. To do so, we adopt a theory of moral
constructs available in the literature.

The MFT advocates that “morality is about how
individuals ought to relate to, protect, and respect
other individuals,” in line with several other moral phi-
losophers.5 MFT subscribes to the idea of moral plural-
ism, i.e., ascribing an individual’s morality to a
combination of multiple moral foundations. Thus, the
moral foundations provide a language in which to
describe moral behavior.

MFT includes the following six moral foundations,
where each foundation is represented as a dimension
ranging between a virtue and a vice (also shown on
the right-hand side of Figure 1).

Care–Harm is about protecting the vulnerable, espe-
cially one’s kin.

Fairness–Cheating is about ensuring that others are
treated fairly.

Loyalty–Betrayal is about acting in the interest of
one’s social group.

Authority–Subversion is about respecting hierarchies
to ensure obedience and deference toward
authoritative institutions, such as courts.

Sanctity–Degradation is about disgust toward
contamination.

Liberty–Oppression is about resisting domination, includ-
ingworking in solidarity to oppose oppression.

FIGURE 1. We view a smart city as a sociotechnical system, where principals interact, use public services and resources

(e.g., transportation), and produce or consume data. Addressing the ethical challenges of a smart city requires shifting the

understanding of ethics from the technical tier (involving data and resources) to the social tier where principals interact.
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tram stop. Knowing when the next few trams are
expected and how full they are, the cafe can plan to
have coffee and tea ready and hot buns in the oven in
time for the expected influx of customers. This simple
optimization would reduce congestion at the cafe and
reduce the time to serve customers, benefiting both
the cafe’s operations and the customers.

The cafe can improve customer experience further
if it obtains additional information about the incoming
tram riders: their ages and economic statuses and
how many are in first-class or regular carriages (even
without knowing their identities). But ethical hazards
lurk here. The cafe may want to build a customer base
focused on rich customers, who buy expensive drinks.

Suppose the cafe uses the transportation data to
focus on prepping products for these customers.
Thus, rich customers benefit (in terms of wait time
and quality of experience) and the cafe benefits (in
terms of revenue) from the smart city technology but
ordinary residents suffer through increased delay and
the discomfort and risk of staying in a congested store
longer than otherwise. In other words, the technology
would facilitate unethical (or unlawful) discrimination.

The equity concern raised in this example primarily
maps to the Fairness–Cheating foundation with the
risk (e.g., of exposure to infection) due to congestion
secondarily mapping to the Care–Harm foundation.

Businesses interacting with government
agencies: These ethical concerns in these interac-
tions resemble those between residents and govern-
ment agencies in that the government can harm or
unfairly treat a small business. However, larger busi-
nesses, e.g., those that control valuable real estate,
may control governmental decisions to the detriment
of residents and small businesses. For example, they
could leverage their power to locate tram stations
conveniently for their customers as opposed to
others—a strike on the Fairness–Cheating foundation.
Or, by sporadically donating a large volume of grocer-
ies to a food bank (indicative of Care), they could dis-
courage small scale but sustained donors by causing
their small donations to be wasted (causing them to
feel betrayal after their difficult, albeit meager efforts).

Toward a Framework
As the foregoing examples show, an ethical framework
for smart cities must accommodate the moral aspects
of interactions between residents, viewed (in a socio-
technical light) in conjunction with sensors and data
technologies. To realize a smart city ethically is not
merely to deploy the technologies or even launch

individual applications but to reflect on their intended
and unintended interactions with human behavior and
the ramifications of those interactions on the moral
foundations that motivate humans. The framework
would be instantiated in methodologies for the design,
deployment, and continual maintenance and re-engi-
neering of smart city services. These methodologies
would evaluate these services individually and in com-
bination through the lens of the interactions they sup-
port between stakeholders, evaluating their outcomes
on the relevant moral foundations. These methodolo-
gies and the services they produce would respect
everyone’s autonomy and facilitate innovative uses,
and continually incorporate creative ideas.11

DISCUSSION
The set of moral foundations is not closed and may be
extended as additional evidence or understanding of
their existence arises.5 However, the current version is
adequate to show the richness of the moral realm
that an ethical framework for smart cities and IoT
ought to address, not merely privacy.

Approaches focused on local governance in smart
cities are well-aligned with our framework. Razaghi and
Finger12 address the limitations of current reductionist
approaches to smart cities and propose a sociotechni-
cal approach that would respect residents’ autonomy.
Their scope differs fromours in that they focus on public
administration (including municipal politics). However,
their notion of sociotechnical systems is conventional
and lacks a computational model. Almeida et al.13 as
well bring out the need for transparency and control.

Kontokosta and Hong14 highlight how resident–
government interactions can suffer from a lack of
equity and fairness arising from how data are col-
lected and used. Although their focus is on city serv-
ices, their discussion of ethical concerns besides
privacy is compatible with our framework.

Serrano et al.2 provide a framework for key per-
formance indicators (KPIs) for smart cities that
includes selection and prioritization of city goals to
enable their quantification into KPIs based on the
available data. Serrano et al. recognize that different
members (e.g., communities) of a city may have differ-
ent priorities as regards the goals and KPIs. Their met-
rics address the alignment of KPIs with the priorities
of the members of a city in terms, e.g., of investments
made in a city. However, these metrics are somewhat
ad hoc and rely on people producing numbers based
on intuition. Still, this framework could be enhanced
to produce KPIs for the relevant ethical challenges as
they are mapped to various foundations.
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tram stop. Knowing when the next few trams are
expected and how full they are, the cafe can plan to
have coffee and tea ready and hot buns in the oven in
time for the expected influx of customers. This simple
optimization would reduce congestion at the cafe and
reduce the time to serve customers, benefiting both
the cafe’s operations and the customers.

The cafe can improve customer experience further
if it obtains additional information about the incoming
tram riders: their ages and economic statuses and
how many are in first-class or regular carriages (even
without knowing their identities). But ethical hazards
lurk here. The cafe may want to build a customer base
focused on rich customers, who buy expensive drinks.

Suppose the cafe uses the transportation data to
focus on prepping products for these customers.
Thus, rich customers benefit (in terms of wait time
and quality of experience) and the cafe benefits (in
terms of revenue) from the smart city technology but
ordinary residents suffer through increased delay and
the discomfort and risk of staying in a congested store
longer than otherwise. In other words, the technology
would facilitate unethical (or unlawful) discrimination.

The equity concern raised in this example primarily
maps to the Fairness–Cheating foundation with the
risk (e.g., of exposure to infection) due to congestion
secondarily mapping to the Care–Harm foundation.

Businesses interacting with government
agencies: These ethical concerns in these interac-
tions resemble those between residents and govern-
ment agencies in that the government can harm or
unfairly treat a small business. However, larger busi-
nesses, e.g., those that control valuable real estate,
may control governmental decisions to the detriment
of residents and small businesses. For example, they
could leverage their power to locate tram stations
conveniently for their customers as opposed to
others—a strike on the Fairness–Cheating foundation.
Or, by sporadically donating a large volume of grocer-
ies to a food bank (indicative of Care), they could dis-
courage small scale but sustained donors by causing
their small donations to be wasted (causing them to
feel betrayal after their difficult, albeit meager efforts).

Toward a Framework
As the foregoing examples show, an ethical framework
for smart cities must accommodate the moral aspects
of interactions between residents, viewed (in a socio-
technical light) in conjunction with sensors and data
technologies. To realize a smart city ethically is not
merely to deploy the technologies or even launch

individual applications but to reflect on their intended
and unintended interactions with human behavior and
the ramifications of those interactions on the moral
foundations that motivate humans. The framework
would be instantiated in methodologies for the design,
deployment, and continual maintenance and re-engi-
neering of smart city services. These methodologies
would evaluate these services individually and in com-
bination through the lens of the interactions they sup-
port between stakeholders, evaluating their outcomes
on the relevant moral foundations. These methodolo-
gies and the services they produce would respect
everyone’s autonomy and facilitate innovative uses,
and continually incorporate creative ideas.11

DISCUSSION
The set of moral foundations is not closed and may be
extended as additional evidence or understanding of
their existence arises.5 However, the current version is
adequate to show the richness of the moral realm
that an ethical framework for smart cities and IoT
ought to address, not merely privacy.

Approaches focused on local governance in smart
cities are well-aligned with our framework. Razaghi and
Finger12 address the limitations of current reductionist
approaches to smart cities and propose a sociotechni-
cal approach that would respect residents’ autonomy.
Their scope differs fromours in that they focus on public
administration (including municipal politics). However,
their notion of sociotechnical systems is conventional
and lacks a computational model. Almeida et al.13 as
well bring out the need for transparency and control.

Kontokosta and Hong14 highlight how resident–
government interactions can suffer from a lack of
equity and fairness arising from how data are col-
lected and used. Although their focus is on city serv-
ices, their discussion of ethical concerns besides
privacy is compatible with our framework.

Serrano et al.2 provide a framework for key per-
formance indicators (KPIs) for smart cities that
includes selection and prioritization of city goals to
enable their quantification into KPIs based on the
available data. Serrano et al. recognize that different
members (e.g., communities) of a city may have differ-
ent priorities as regards the goals and KPIs. Their met-
rics address the alignment of KPIs with the priorities
of the members of a city in terms, e.g., of investments
made in a city. However, these metrics are somewhat
ad hoc and rely on people producing numbers based
on intuition. Still, this framework could be enhanced
to produce KPIs for the relevant ethical challenges as
they are mapped to various foundations.

March/April 2023 IEEE Internet Computing 55

INTERNET ETHICS



42 March 2024 Published by the IEEE Computer Society  2469-7087/24 © 2024 IEEE

42mm06-jentzsch-3202091.3d (Style 7) 26-10-2022 14:20

DEPARTMENT: EXPERT OPINION

RadioML Meets FINN: Enabling Future RF
ApplicationsWith FPGA Streaming
Architectures
Felix Jentzsch , Paderborn University, 33098, Paderborn, Germany

Yaman Umuroglu , Alessandro Pappalardo , and Michaela Blott , AMD, D24 T683, Dublin, Ireland

Marco Platzner , Paderborn University, 33098, Paderborn, Germany

Deep neural networks (DNNs) are penetrating into a broad spectrum of
applications and replacing manual algorithmic implementations, including the
radio frequency communications domain with classical signal processing
algorithms. However, the high throughput (gigasamples per second) and low
latency requirements of this application domain pose a significant hurdle for
adopting computationally demanding DNNs. In this article, we explore highly
specialized DNN inference accelerator approaches on field-programmable gate
arrays (FPGAs) for RadioML modulation classification. Using an automated end-to-
end flow for the generation of the FPGA solution, we can easily explore a spectrum
of solutions that optimize for different design targets, including accuracy, power
efficiency, resources, throughput, and latency. By leveraging reduced precision
arithmetic and customized streaming dataflow, we demonstrate a solution that
meets the application requirements and outperforms alternative FPGA efforts by
3.5� in terms of throughput. Against modern embedded graphics processing units
(GPUs), we measure >10� higher throughput and >100� lower latency under
comparable accuracy and power envelopes.

D eep learning is rapidly expanding into new
horizons, including the communications
space. Traditionally, this is a mature field of

engineering, where solutions are carefully crafted by
experts. However, the ever-increasing complexity of
communication networks has prompted the explora-
tion of deep neural networks (DNNs) for various use
cases, ranging from traffic monitoring tasks to the
physical interface design of radio frequency (RF) sys-
tems.1 The latter is one example of the “RadioML”
domain, where conventional radio signal processing
is replaced by DNN-based processing. While this
approach has shown great potential,2 it also comes
with great challenges, as radio signals are handled
exclusively at the edge, often on highly constrained

mobile devices that lack the compute or energy bud-
get to run modern DNNs with sufficient performance.
Traditional compute accelerators, such as graphics
processing units (GPUs), are well-optimized for the
huge DNNs in vision-based applications, but models
used for RadioML pose a different challenge as they
are typically much smaller and operate on short
frames of time-series data. In turn, the live processing
of an RF signal demands extreme throughput and
ultra-low latency, which lies well beyond what is cur-
rently possible with GPUs.

To tackle these unique challenges of RadioML, joint
specialization of the hardware accelerator and the DNN
itself is key. Field-programmable gate arrays (FPGAs)
offer theflexibility andparallelism to satisfy these require-
ments, but harnessing this potential is difficult, especially
for nonexperts or under tight development time con-
straints. Here, wemake the case for automatically-gener-
ated, custom-tailored accelerators for quantized DNNs,
enabled by Xilinx’ open-source FINN compiler framework.
These accelerators follow the streaming dataflow archi-
tectural paradigm, involving layer-parallel processing of

0272-1732 � 2022 IEEE
Digital Object Identifier 10.1109/MM.2022.3202091
Date of current version 28 October 2022.

November/December 2022 Published by the IEEE Computer Society IEEE Micro 125

DEPARTMENT: EXPERT OPINION

RadioML Meets FINN: Enabling 
Future RF Applications With 
FPGA Streaming Architectures
Felix Jentzsch , Paderborn University, 33098, Paderborn, Germany

Yaman Umuroglu , Alessandro Pappalardo , and Michaela Blott , AMD, D24 T683, Dublin, Ireland

Marco Platzner , Paderborn University, 33098, Paderborn, Germany

Deep neural networks (DNNs) are penetrating into a broad spectrum of applications 
and replacing manual algorithmic implementations, including the radio frequency 
communications domain with classical signal processing algorithms. However, the high 
throughput (gigasamples per second) and low latency requirements of this application 
domain pose a significant hurdle for adopting computationally demanding DNNs. In this 
article, we explore highly specialized DNN inference accelerator approaches on field-
programmable gate arrays (FPGAs) for RadioML modulation classification. Using an 
automated end-to-end flow for the generation of the FPGA solution, we can easily explore a 
spectrum of solutions that optimize for different design targets, including accuracy, power 
efficiency, resources, throughput, and latency. By leveraging reduced precision arithmetic 
and customized streaming dataflow, we demonstrate a solution that meets the application 
requirements and outperforms alternative FPGA efforts by 3.5× in terms of throughput. 
Against modern embedded graphics processing units (GPUs), we measure >10× higher 
throughput and >100× lower latency under comparable accuracy and power envelopes.

This article originally  
appeared in 

 

vol. 42, no. 6, 2022



www.computer.org/computingedge 43

EXPERT OPINION

42mm06-jentzsch-3202091.3d (Style 7) 26-10-2022 14:20

the input stream, which departs from conventional com-
pute arrays and enables deep pipelining and memory
accessminimization.

Byway of example,we study one of themost popular
RadioML use cases: automatic modulation classifica-
tion. In this task, a DNN is trained to classify themodula-
tion scheme [e.g., frequency modulation (FM), binary
phase-shift keying (BPSK), quadrature amplitude modu-
lation (QAM)-16, etc.] of a received signal. We use the
open “RadioML 2018” dataset fromDeepSig,3 which cov-
ers awide range ofmodulation types and signal-to-noise
ratios (SNRs) and provides a baseline 1-D convolutional
neural network (CNN), showing that it can outscore tra-
ditional classification based on engineered features,
such as higher ordermoments.

In this work, we first make the case for a well-
suited target platform for modulation classification
and present our end-to-end tool flow to accelerate
the involved CNN. Then, we report on several FINN-
generated prototypes and compare them with related
FPGA implementations and GPU platforms.

CASE FOR RadioML ON RFSoC
Next-generation radio architectures need platforms
that can address a wide range of requirements with the
same basic hardware. This adaptability is critical to
accommodate emerging and ever-changing standards.
FPGAs have historically provided flexible solutions for
implementing the digital front-end and interfacing
requirements of recent radio generations. RF system-
on-chip (RFSoC) devices, such as Xilinx’ Zynq Ultra-
Scale RFSoC, improve this level of flexibility by integrat-
ing RF-sampling data converters into a single chip, next
to an ARM-based processing system and programma-
ble logic fabric. Direct RF sampling, together with opti-
mized digital signal processing (DSP) engines, offers a
much more flexible approach to traditional analog

frequency translation and filtering by enabling much of
the signal processing to be done in the digital domain.
This also eliminates the need for external input/output
interfaces, which can consume a significant amount of
power. In addition, the availability of FPGA programma-
ble logic on the same device enables direct integration
of downstream applications, such as DNN processing.

Figure 1 shows how such a DNN accelerator can be
integrated on an RFSoC for classifying the modulation
of a received I/Q modulated signal, commonly used for
software-defined radios (SDRs). The datapath begins
with the analog-to-digital converter (ADC), which sam-
ples the RF signal at up to 4 gigasamples per second
(GS/s). Next, the samples pass through the configurable
digital down-converter block, where a quadrature mixer
shifts the signal from its carrier frequency down to the
equivalent baseband signal. The resulting streams of in-
phase (I) and quadrature (Q) components can then be
down-sampled by a factor of one to eight using decima-
tion filters before they are stored in a first-in–first-out
(FIFO) gearbox buffer, resulting in an output data rate
between 4 and 0.5 GS/s for the maximum ADC sample
rate. In the case of our modulation classification exam-
ple, this I/Q signal representation corresponds to
approximately 2.5million frames of length 1,024. Figure 1
illustrates two exemplary frame segments of BPSK-
modulated signals at 0- and 30-dB SNR. Data streams
within the FPGA are implemented via the AXI-Stream
protocol and feed in and out of the inference accelera-
tor. The final output is a frame’s classification result.

FINN FRAMEWORK FOR
STREAMING DNN ARCHITECTURES

The open-source framework FINN4 generates special-
ized DNN accelerators for FPGAs using streaming
dataflow architectures, with the hardware architec-
ture customized to the specifics of a DNN topology

FIGURE 1. RFSoC integration of (simplified) RF front-end and DNN accelerator. Input frame examples are taken from the modula-

tion classification dataset and come in the form of baseband in-phase/quadrature (I/Q) components (orange/blue).
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D eep learning is rapidly expanding into new
horizons, including the communications
space. Traditionally, this is a mature field of

engineering, where solutions are carefully crafted by
experts. However, the ever-increasing complexity of
communication networks has prompted the explora-
tion of deep neural networks (DNNs) for various use
cases, ranging from traffic monitoring tasks to the
physical interface design of radio frequency (RF) sys-
tems.1 The latter is one example of the “RadioML”
domain, where conventional radio signal processing
is replaced by DNN-based processing. While this
approach has shown great potential,2 it also comes
with great challenges, as radio signals are handled
exclusively at the edge, often on highly constrained

mobile devices that lack the compute or energy bud-
get to run modern DNNs with sufficient performance.
Traditional compute accelerators, such as graphics
processing units (GPUs), are well-optimized for the
huge DNNs in vision-based applications, but models
used for RadioML pose a different challenge as they
are typically much smaller and operate on short
frames of time-series data. In turn, the live processing
of an RF signal demands extreme throughput and
ultra-low latency, which lies well beyond what is cur-
rently possible with GPUs.

To tackle these unique challenges of RadioML, joint
specialization of the hardware accelerator and the DNN
itself is key. Field-programmable gate arrays (FPGAs)
offer theflexibility andparallelism to satisfy these require-
ments, but harnessing this potential is difficult, especially
for nonexperts or under tight development time con-
straints. Here, wemake the case for automatically-gener-
ated, custom-tailored accelerators for quantized DNNs,
enabled by Xilinx’ open-source FINN compiler framework.
These accelerators follow the streaming dataflow archi-
tectural paradigm, involving layer-parallel processing of
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and particular datatypes used. Each layer is instanti-
ated with its designated compute units in hardware.
On-chip data streams interconnect the compute units
to form the desired network topology. The small and
compact size of reduced-precision quantized DNNs
(QNNs) allows us to scale performance of the acceler-
ator via reduced resource requirements of lower preci-
sion operators and store all parameters on the chip,
thus avoiding external memory bottlenecks. To
achieve high accuracy for low precision QNNs, we
leverage the open-source PyTorch library Brevitas.5

Hardware Architecture
Figure 2 visualizes the FINN-generated architecture for
a CNN, which comprises a balanced pipeline of com-
puting blocks connected through on-chip streams.
FINN maps each fully connected DNN layer to a dedi-
cated compute block, the matrix–vector threshold unit
(MVTU). The MVTU performs matrix multiplication
between input activations and weights, followed by the
so-called “multithreshold” operation, which applies the
nonlinear activation function and quantization to the
output in a single, efficient step. Convolution layers are
based on the same MVTU structure by lowering them
to matrix–matrix multiplications where the MVTU is
fed by a sliding window unit (SWU), a special stream
buffer that enables windowed access to the input fea-
turemapwhileminimizingmemory requirements.

The MVTU is parameterized in terms of input, out-
put, and weight precision, as well as the type of
resource [e.g., look-up tables (LUTs) or block memory
(BRAM)] used for its internal weight and threshold
memories. Furthermore, the MVTU can be parallelized

in various dimensions limited only by the DNN
topology and the available programmable logic resour-
ces. The dimensions comprise P parallel processing
elements (PEs), which determine the number of out-
put channels processed in parallel, and S single-
instruction–multiple-data (SIMD) input channel lanes
for each PE. To further scale small DNNs, such as the
ones for RadioML, we extend FINN to support an addi-
tional degree of parallelism by processing M output
positions simultaneously.

FINN Compiler Tool Flow
Figure 3 shows the FINN tool flow, which has a modu-
lar structure that allows the user to interactively gen-
erate a specialized architecture for a specific DNN.
The framework provides a front-end, the FINN com-
piler with its transformation and analysis passes, and
high-level synthesis (HLS)-based back-end to explore
the design space in terms of resource and perfor-
mance constraints. While users can build a custom
step-by-step flow using the provided infrastructure,
FINN also offers an automatic build flow that opti-
mizes common DNN topologies based on a perfor-
mance target and device constraints. Internally, FINN
is built around an end-to-end intermediate representa-
tion (IR) based on the open neural network exchange
(ONNX) format for DNN graphs. The IR also serves as
the input format for quantized models, which are
exported from a training front-end, such as Brevitas.

Starting from the input model, the FINN compiler per-
forms three phases of graph transformation passes,
which analyze and change the IR to gradually map it to a
synthesizable accelerator architecture. In the preparation

FIGURE 2. Simplified architectural overview of the FINN-generated streaming accelerator. Omits padding, pooling, and gearbox

buffers between layers.
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phase, DNNgraph nodes are rearranged or fused tomake
them compatible with how the back-end building
blocks operate, for example, in terms of data layout.
This includes convolution lowering and a “streamlining”
process to merge quantization and batch-normaliza-
tion factors into multithreshold operations. The map-
ping phase associates layers with the configurable
operators implemented by the FINN HLS library, such
that each node corresponds to a Vitis HLS Cþþ func-
tion call, which can later be synthesized to an IP block.
In the tuning phase, the resource and parallelism con-
figurations of the MVTUs are determined. A “folding”
process assigns compute resources via a selection of
P , S, andM to each layer to obtain the desired through-
put within a balanced pipeline. Bottlenecks due to
bursty behavior are avoided by automatically inserting
stream buffers. FINN employs various analysis tools to
guide the mapping phase. These include model-based
performance and resource estimates, as well as simu-
lation and reporting on all abstraction levels.

Finally, FINN generates code from the IR, synthe-
sizes, and stitches the layers together. The resulting
standalone IP core can be integrated into any design
or deployed quickly with the generated shell project
and driver for Xilinx Alveo and PYNQ platforms.

Brevitas
Brevitas5 is a PyTorch extension for neural network quan-
tization, with a focus on quantization-aware training
(QAT). It provides building blocks tomodel a reducedpre-
cision inference data path at training time. Due to its flex-
ibility, DNN models can be adopted to target different
styles of fixed-point computing. By accounting for the
additional error introduced by quantization at training
time, QAT provides superior results in terms of accuracy
compared to post-training quantization approaches and

can gracefully scale the precision of both parameters
and activations down to binary values.

For a given target datatype, Brevitas exposes multi-
ple hyperparameters that a user can tune to adjust the
quantization algorithm to the particular training prob-
lem at hand. For example, the scale factor of a given
datatype, which for traditional fixed-point datatypes is
a power-of-two number, can be set to a user-defined
constant, a user-initialized value learned with backpro-
pagation, or a value initialized according to some sta-
tistics and then learned with backpropagation.

Once the network has been trained, Brevitas can
export it to a downstream toolchain by encoding it in
an intermediate format. For use in the FINN framework,
Brevitas extends ONNX by introducing ad hoc quanti-
zation nodes to specify custom fixed-point datatypes.

MODULATION CLASSIFICATION
CASE STUDY

We choose the automatic modulation classification
use case to showcase the potential of the FINN
approach for RadioML.

Models and Training
We train our models on the RadioML 2018 dataset,
which contains signals in 24 different modulation
schemes at an SNR range from �20 dB to þ30 dB. To
limit the design space and provide a better compari-
son with related work, we stay very close to the
“VGG10” topology proposed alongside the dataset by
DeepSig.3 This DNN consists of seven one-dimen-
sional convolution layers with a kernel size of three,
each followed by batch-normalization, ReLU activa-
tion, and max-pooling to reduce the output feature
map size by half. This CNN block is followed by two

FIGURE 3. Overview of the FINN compiler flow.
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and particular datatypes used. Each layer is instanti-
ated with its designated compute units in hardware.
On-chip data streams interconnect the compute units
to form the desired network topology. The small and
compact size of reduced-precision quantized DNNs
(QNNs) allows us to scale performance of the acceler-
ator via reduced resource requirements of lower preci-
sion operators and store all parameters on the chip,
thus avoiding external memory bottlenecks. To
achieve high accuracy for low precision QNNs, we
leverage the open-source PyTorch library Brevitas.5

Hardware Architecture
Figure 2 visualizes the FINN-generated architecture for
a CNN, which comprises a balanced pipeline of com-
puting blocks connected through on-chip streams.
FINN maps each fully connected DNN layer to a dedi-
cated compute block, the matrix–vector threshold unit
(MVTU). The MVTU performs matrix multiplication
between input activations and weights, followed by the
so-called “multithreshold” operation, which applies the
nonlinear activation function and quantization to the
output in a single, efficient step. Convolution layers are
based on the same MVTU structure by lowering them
to matrix–matrix multiplications where the MVTU is
fed by a sliding window unit (SWU), a special stream
buffer that enables windowed access to the input fea-
turemapwhileminimizingmemory requirements.

The MVTU is parameterized in terms of input, out-
put, and weight precision, as well as the type of
resource [e.g., look-up tables (LUTs) or block memory
(BRAM)] used for its internal weight and threshold
memories. Furthermore, the MVTU can be parallelized

in various dimensions limited only by the DNN
topology and the available programmable logic resour-
ces. The dimensions comprise P parallel processing
elements (PEs), which determine the number of out-
put channels processed in parallel, and S single-
instruction–multiple-data (SIMD) input channel lanes
for each PE. To further scale small DNNs, such as the
ones for RadioML, we extend FINN to support an addi-
tional degree of parallelism by processing M output
positions simultaneously.

FINN Compiler Tool Flow
Figure 3 shows the FINN tool flow, which has a modu-
lar structure that allows the user to interactively gen-
erate a specialized architecture for a specific DNN.
The framework provides a front-end, the FINN com-
piler with its transformation and analysis passes, and
high-level synthesis (HLS)-based back-end to explore
the design space in terms of resource and perfor-
mance constraints. While users can build a custom
step-by-step flow using the provided infrastructure,
FINN also offers an automatic build flow that opti-
mizes common DNN topologies based on a perfor-
mance target and device constraints. Internally, FINN
is built around an end-to-end intermediate representa-
tion (IR) based on the open neural network exchange
(ONNX) format for DNN graphs. The IR also serves as
the input format for quantized models, which are
exported from a training front-end, such as Brevitas.

Starting from the input model, the FINN compiler per-
forms three phases of graph transformation passes,
which analyze and change the IR to gradually map it to a
synthesizable accelerator architecture. In the preparation

FIGURE 2. Simplified architectural overview of the FINN-generated streaming accelerator. Omits padding, pooling, and gearbox

buffers between layers.
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dense layers and a final dense classification layer.
Besides the weight and activation quantization, we
adjust only the number of filters in the convolution
layers (Fc) as we found this to be the second-most
effective method for trading off accuracy and com-
pute cost.

For all models, we quantize inputs to a fixed 8-bit
range determined by statistical analysis of the dataset
to yield a low quantization error at high SNR (� 6 dB)
for most modulations. Two variants of single-sideband
amplitude modulation deviate from the Gaussian-like
distribution of other modulations and perform some-
what worse with quantization, which we deem an
acceptable tradeoff. We observe that the relative SNR
of the data that the network is trained and tested on
has a large impact on recognition performance. While
low-SNR environments are important for practical
applications, we focus on training and testing on high-
SNR data for brevity and to facilitate comparisons to
related work.

During training, we approximate the compute
cost for each model by calculating the number of
“bit-operations” (BOPS) as a sum of all multiply-and-
accumulate operations weighted by their respective
operand bit-widths since this metric exhibits an approx-
imately linear relationship to resource consumption of
the resulting FINN accelerators under the same folding
configuration. We find that quantizing weights and acti-
vations for the original VGG10 topology with Fc ¼ 64

below a bit-width of 4 does not result in a compelling
utilization-accuracy tradeoff. Instead, decreasing the
number of convolution filters to Fc ¼ 32 yields better

accuracy and less cost than the original VGG10
quantized to 2-bit weights and activations, even if
4-bit precision is kept for the more quantization-sensi-
tive input CNN layer. We refer to this smallermodel vari-
ant as “VGG10-S” and select it alongside the original
model for accelerator generation.

Prototype Results
Based on the two models VGG10 and VGG10-S, we
build three distinct accelerator prototypes, each in a
different corner of the vast design space. We target
the XCZU28DR RFSoC device found on the ZCU111
and PYNQ RFSoC 2�2 development boards. Table 1
shows key metrics of the prototypes. Prototype “FINN
A” is based on VGG10 and represents the most accu-
rate—but resource-intensive—implementation with a
peak accuracy of 94.1%, a 2.6 p.p. drop from the float-
ing point (FP) baseline we trained to 96.7% accuracy.
As for performance, FINN is configured to apply full
parallelism across the input and output channel
dimension, limiting throughput to one sample per
FPGA clock cycle, with an actual throughput that is
slightly lower (246 MS/s at 250 MHz) due to padding
and pipeline inefficiencies. Note that we report
throughput in samples per second instead of frames
per second to decouple it from the frame size, which
is 1,024 as in training.

“FINN B” is the smallest prototype and applies the
same configuration to the VGG10-S model, resulting in
the same performance, but lower accuracy at 91.0%.
For “FINN C,” we scale up the parallelism by extending

TABLE 1. Results of FINN prototypes against existing FPGA implementations. Utilization for XCZU28DR device.

Implementation FINN A FINN B FINN C Best from
Tridgell et al.6

Best from
den Boer et al.7

Topology (Fc , Fd) VGG10 (64, 128) VGG10-S (32, 128) VGG10-S (32, 128) VGG10-L (128, 512) Other 1D-Conv

# Parameters 161,000 72,000 72,000 636,000 14,000

Quantization
(weight/activation)

4 bits (5-bit first
layer)

4 bits 4 bits weights: ternary
activations: mixed

6 bits

Frequency 250 MHz 250 MHz 250 MHz 250 MHz 250 MHz

LUTs (util.) 267,000 (63%) 65,000 (15%) 229,000 (54%) 211,000 (50%) 106,000 (25%)

Flip-flops (util.) 120,000 (14%) 42,000 (5%) 131,000 (15%) 324,000 (38%) 61,000 (7%)

BRAM blocks (util.) 56 (5%) 25 (2%) 26 (2%) 512 (47%) 0 (0%)

DSP slices (util.) 0 (0%) 0 (0%) 0 (0%) 1407 (33%) 137 (3%)

Accuracy @ 30 dB 94.1% 91.0% 91.0% 80.2% 71.8%

Throughput
[samples/s]

246 million 246 million 1750 million 500 million 250 million

Latency [ms] 11.7 11.3 2.6 8.0 4.6
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FINN to allow simultaneous processing of up to 8
samples/cycle. This unlocks the unprecedented per-
formance of 1.75 GS/s at a latency of just 2.6 ms. This
increases resource efficiency (throughput over utiliza-
tion) by a factor of 2. We attribute this nonlinear scal-
ing mainly to synthesis optimization: due to the
pooling structure, a balanced pipeline that takes in
multiple samples simultaneously has to apply full
channel unfolding to more layers, which allows for the
elimination of PE multiplexing logic and zero-weight
multiplications. This results in a device utilization of
54%, with significant resources still available for addi-
tional features or performance scaling. In general,
adjusting parallelism and bit-width alone can scale the
implementation to performance, resource, or accuracy
targets well beyond what we show here.

Table 1 also includes top-performing accelerators
from related work that target the same device family.
The implementation described in Tridgell et al.6 uses a
larger variant of the model with more convolution and
dense filters (Fd) but applies harsh quantization with
ternary weights and mixed activation formats. The
DNN is mapped to hardware using a custom HDL-gen-
eration framework. The reported peak accuracy is sig-
nificantly lower than our results and the design
manages only 2 samples/cycle, despite the relatively
high resource consumption.

In contrast, the prototype shown in den Boer et al.7

implements a custom HLS-based mapping tool and

focuses on smaller CNN topologies, but uses 6-bit oper-
ands. Even for their largest model, accuracy is low
(71.8%) and the reported throughput is 1 sample/cycle.
Further related work is discussed in the sidebar.

GPU Comparison
To compare performance and energy efficiency with
current GPUs, we use NVIDIA’s TensorRT tool to run
automatically optimized inference benchmarks on the
Tesla V100 data-center GPU and two modules of the
Jetson embedded GPU family: the previous-genera-
tion TX2 and the current-generation Xavier NX, which
we run in its lowest (10 W) and highest (20 W) power
modes. The Xavier NX also features dedicated INT8
compute support for more efficient DNN inference.
We utilize this by applying 8-bit post-training quantiza-
tion to the FP models using TensorRT, incurring an
accuracy drop from 96.7% to 94.1% for VGG10 and
from 95% to 92.1% for VGG10-S, although this may be
alleviated via QAT.

Figure 4 shows the resulting throughput over
latency, both in logarithmic scale, against the dis-
cussed FPGA accelerators. For the GPUs, we report
end-to-end latency, which includes data transfer and
synchronization overhead that typically ranges from
1% to 10% in this case. While the streaming accelera-
tors take in samples as they are supplied from the digi-
tal radio front-end, and do not even need to buffer a
single frame before computation begins, GPUs require

FIGURE 4. Throughput versus latency of VGG10 inference on various platforms. GPU results are batch-size-dependent and

report end-to-end host latency. FPGA results assume a direct input data feed and report compute latency.
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dense layers and a final dense classification layer.
Besides the weight and activation quantization, we
adjust only the number of filters in the convolution
layers (Fc) as we found this to be the second-most
effective method for trading off accuracy and com-
pute cost.

For all models, we quantize inputs to a fixed 8-bit
range determined by statistical analysis of the dataset
to yield a low quantization error at high SNR (� 6 dB)
for most modulations. Two variants of single-sideband
amplitude modulation deviate from the Gaussian-like
distribution of other modulations and perform some-
what worse with quantization, which we deem an
acceptable tradeoff. We observe that the relative SNR
of the data that the network is trained and tested on
has a large impact on recognition performance. While
low-SNR environments are important for practical
applications, we focus on training and testing on high-
SNR data for brevity and to facilitate comparisons to
related work.

During training, we approximate the compute
cost for each model by calculating the number of
“bit-operations” (BOPS) as a sum of all multiply-and-
accumulate operations weighted by their respective
operand bit-widths since this metric exhibits an approx-
imately linear relationship to resource consumption of
the resulting FINN accelerators under the same folding
configuration. We find that quantizing weights and acti-
vations for the original VGG10 topology with Fc ¼ 64

below a bit-width of 4 does not result in a compelling
utilization-accuracy tradeoff. Instead, decreasing the
number of convolution filters to Fc ¼ 32 yields better

accuracy and less cost than the original VGG10
quantized to 2-bit weights and activations, even if
4-bit precision is kept for the more quantization-sensi-
tive input CNN layer. We refer to this smallermodel vari-
ant as “VGG10-S” and select it alongside the original
model for accelerator generation.

Prototype Results
Based on the two models VGG10 and VGG10-S, we
build three distinct accelerator prototypes, each in a
different corner of the vast design space. We target
the XCZU28DR RFSoC device found on the ZCU111
and PYNQ RFSoC 2�2 development boards. Table 1
shows key metrics of the prototypes. Prototype “FINN
A” is based on VGG10 and represents the most accu-
rate—but resource-intensive—implementation with a
peak accuracy of 94.1%, a 2.6 p.p. drop from the float-
ing point (FP) baseline we trained to 96.7% accuracy.
As for performance, FINN is configured to apply full
parallelism across the input and output channel
dimension, limiting throughput to one sample per
FPGA clock cycle, with an actual throughput that is
slightly lower (246 MS/s at 250 MHz) due to padding
and pipeline inefficiencies. Note that we report
throughput in samples per second instead of frames
per second to decouple it from the frame size, which
is 1,024 as in training.

“FINN B” is the smallest prototype and applies the
same configuration to the VGG10-S model, resulting in
the same performance, but lower accuracy at 91.0%.
For “FINN C,” we scale up the parallelism by extending

TABLE 1. Results of FINN prototypes against existing FPGA implementations. Utilization for XCZU28DR device.

Implementation FINN A FINN B FINN C Best from
Tridgell et al.6

Best from
den Boer et al.7

Topology (Fc , Fd) VGG10 (64, 128) VGG10-S (32, 128) VGG10-S (32, 128) VGG10-L (128, 512) Other 1D-Conv

# Parameters 161,000 72,000 72,000 636,000 14,000

Quantization
(weight/activation)

4 bits (5-bit first
layer)

4 bits 4 bits weights: ternary
activations: mixed

6 bits

Frequency 250 MHz 250 MHz 250 MHz 250 MHz 250 MHz

LUTs (util.) 267,000 (63%) 65,000 (15%) 229,000 (54%) 211,000 (50%) 106,000 (25%)

Flip-flops (util.) 120,000 (14%) 42,000 (5%) 131,000 (15%) 324,000 (38%) 61,000 (7%)

BRAM blocks (util.) 56 (5%) 25 (2%) 26 (2%) 512 (47%) 0 (0%)

DSP slices (util.) 0 (0%) 0 (0%) 0 (0%) 1407 (33%) 137 (3%)

Accuracy @ 30 dB 94.1% 91.0% 91.0% 80.2% 71.8%

Throughput
[samples/s]

246 million 246 million 1750 million 500 million 250 million

Latency [ms] 11.7 11.3 2.6 8.0 4.6
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the aggregation of frames into batches to utilize their
computing power. This is evident in our measure-
ments, as peak throughput (153 MS/s for Xavier NX)
and minimum latency (260 ms for Xavier NX) are not
achievable at the same time. Regardless, even this
latency is 100� higher than that of our prototype FINN
C. When comparing our solution to devices of a similar
power envelope, i.e., the embedded GPUs, it becomes
clear how only the FPGA streaming accelerator is
capable of keeping up with the RF data rate of multi-
ple gigasamples per second, all while delivering excep-
tional microsecond latency. We expect the direct
RFSoC integration to only amplify this advantage for
real-world systems, where additional overhead will be
needed to feed signals to GPUs.

Figure 5 compares measured power efficiency in
terms of energy per processed sample of FINNaccelera-
tors and embedded GPUs. Our fastest and most effi-
cient prototype consumes 16.5 W and is 17� more
power efficient than the INT8 VGG10 on Xavier NX with
10.5 W, albeit with 3.1 p.p. lower accuracy. For a fairer
comparison, we also run VGG10-S on the Xavier NX.
Even if we assume that quantization-aware training
could improve the INT8 accuracy to FP level, FINN A
would lie within one percentage point of accuracy while
delivering 1.4� the efficiency and 2.3� the throughput.

Scalability
To demonstrate FINN’s scalability beyond the accu-
racy-optimized prototypes discussed before, we syn-
thesize accelerators for larger VGG10 instances and
two additional topology families: VGG24, a deeper vari-
ant of VGG10 with 3� the convolution layers, and
“BacalhauNet,”8 the winning DNN of the “Lightning-
Fast Modulation Classification” problem statement of
the 2021 ITU AI in 5G Challenge, which features depth-
wise-separable convolutions with wide kernel dimen-
sions and residual connections. We measure DNN size

as inference compute cost per classification (in BOPS)
and scale it for each topology family via the number of
convolution filters. As a third variable, the generated
accelerators target two levels of throughput. Figure 6
plots the resulting FPGA utilization, showcasing the
proportional relationship between accelerator LUT
count and DNN size.

AVOIDING OBSTRUCTIVE MANUAL
DESIGN EFFORTS, THE OPEN-SOURCE
FINN FRAMEWORK AUTOMATICALLY
GENERATES DNN ACCELERATORS
AND REACHES UNPRECEDENTED
RESULTS IN ALL RELEVANT METRICS,
INCLUDING ENERGY EFFICIENCY.

In summary, VGG24 scales best to larger models,
especially when compared to the original 6-bit Bacal-
hauNet. A more sensible 4-bit variant performs close
to VGG10 at a nominal throughput of 1 sample/cycle
and scales just as well to the extremely parallel 8 sam-
ples/cycle configuration, reaching the real-world per-
formance of 1.8-GS/s and 1.5-ms latency at 250 MHz. In
some scenarios, the DNN scaling method does not
quite allow for full device utilization due to underlying
tool limitations. A fair power comparison against INT8
TensorRT execution on the Xavier NX platform is

FIGURE 5. Power efficiency of FINN accelerators versus NVI-

DIA Jetson GPU platforms (batch-64, INT8).
FIGURE 6. Scaling to larger DNNs and different topologies.

Each data point represents a FINN-generated accelerator for

a DNN of the specified topology family and inference cost,

which is scaled along the x-axis by increasing the number of

convolution filters. Our three accuracy-optimized prototypes

(A, B, and C implementations from Table 1) are marked as sin-

gular experiments for reference.
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the aggregation of frames into batches to utilize their
computing power. This is evident in our measure-
ments, as peak throughput (153 MS/s for Xavier NX)
and minimum latency (260 ms for Xavier NX) are not
achievable at the same time. Regardless, even this
latency is 100� higher than that of our prototype FINN
C. When comparing our solution to devices of a similar
power envelope, i.e., the embedded GPUs, it becomes
clear how only the FPGA streaming accelerator is
capable of keeping up with the RF data rate of multi-
ple gigasamples per second, all while delivering excep-
tional microsecond latency. We expect the direct
RFSoC integration to only amplify this advantage for
real-world systems, where additional overhead will be
needed to feed signals to GPUs.

Figure 5 compares measured power efficiency in
terms of energy per processed sample of FINNaccelera-
tors and embedded GPUs. Our fastest and most effi-
cient prototype consumes 16.5 W and is 17� more
power efficient than the INT8 VGG10 on Xavier NX with
10.5 W, albeit with 3.1 p.p. lower accuracy. For a fairer
comparison, we also run VGG10-S on the Xavier NX.
Even if we assume that quantization-aware training
could improve the INT8 accuracy to FP level, FINN A
would lie within one percentage point of accuracy while
delivering 1.4� the efficiency and 2.3� the throughput.

Scalability
To demonstrate FINN’s scalability beyond the accu-
racy-optimized prototypes discussed before, we syn-
thesize accelerators for larger VGG10 instances and
two additional topology families: VGG24, a deeper vari-
ant of VGG10 with 3� the convolution layers, and
“BacalhauNet,”8 the winning DNN of the “Lightning-
Fast Modulation Classification” problem statement of
the 2021 ITU AI in 5G Challenge, which features depth-
wise-separable convolutions with wide kernel dimen-
sions and residual connections. We measure DNN size

as inference compute cost per classification (in BOPS)
and scale it for each topology family via the number of
convolution filters. As a third variable, the generated
accelerators target two levels of throughput. Figure 6
plots the resulting FPGA utilization, showcasing the
proportional relationship between accelerator LUT
count and DNN size.

AVOIDING OBSTRUCTIVE MANUAL
DESIGN EFFORTS, THE OPEN-SOURCE
FINN FRAMEWORK AUTOMATICALLY
GENERATES DNN ACCELERATORS
AND REACHES UNPRECEDENTED
RESULTS IN ALL RELEVANT METRICS,
INCLUDING ENERGY EFFICIENCY.

In summary, VGG24 scales best to larger models,
especially when compared to the original 6-bit Bacal-
hauNet. A more sensible 4-bit variant performs close
to VGG10 at a nominal throughput of 1 sample/cycle
and scales just as well to the extremely parallel 8 sam-
ples/cycle configuration, reaching the real-world per-
formance of 1.8-GS/s and 1.5-ms latency at 250 MHz. In
some scenarios, the DNN scaling method does not
quite allow for full device utilization due to underlying
tool limitations. A fair power comparison against INT8
TensorRT execution on the Xavier NX platform is

FIGURE 5. Power efficiency of FINN accelerators versus NVI-

DIA Jetson GPU platforms (batch-64, INT8).
FIGURE 6. Scaling to larger DNNs and different topologies.

Each data point represents a FINN-generated accelerator for

a DNN of the specified topology family and inference cost,

which is scaled along the x-axis by increasing the number of

convolution filters. Our three accuracy-optimized prototypes

(A, B, and C implementations from Table 1) are marked as sin-

gular experiments for reference.
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difficult without in-depth accuracy testing, but results
from our scaling experiments continue to suggest a
strong efficiency advantage for FINN, which ranges
from 3.4� for the largest VGG24 over 4.2� for the larg-
est 6-bit BacalhauNet to around 30� for the fast 4-bit
variants. In terms of raw performance, even the small-
est BacalhauNet does not surpass 65-MS/s through-
puts and 1-ms latency (batch-64) on the Xavier NX.

CONCLUSION
On the basis of modulation classification, we have
shown how FPGA streaming architectures suit DNN-
based RF signal processing perfectly, especially in
RFSoC systems with integrated radio front-ends.
Avoiding obstructive manual design efforts, the open-
source FINN framework automatically generates DNN
accelerators and reaches unprecedented results in all
relevant metrics, including energy efficiency. Com-
pared to current embedded GPUs, we achieve orders
of magnitude better latency (microseconds versus
milliseconds) and throughput (gigasamples per second
versus hundreds of megasamples per second), while
keeping the quantization-induced accuracy penalty
under control. Future work includes the implementa-
tion of a live RFSoC demonstrator and exploration of
promising DNN topologies and techniques, such as
ResNets and sparsity.
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Simulation experts are nowwell acquainted with machine learning (ML) techniques,
using them to find patterns in data that can later be turned into rules of a simulation or
enabling their simulated entities to adapt and learn. In the other direction, ML experts
occasionally make use of simulated data to create controlled experiments in which
learning algorithms can be evaluated. In this article, we go beyond these typical uses by
focusing on current opportunities that have the potential to bring the two research
communities together. These opportunities can be realized in areas where the potential
of hybrid ML/simulation methods has not been fully attained yet. Such applications also
motivate the development of innovative methods, for example, to combine the accuracy
of ML with the interpretability of simulation models. Using select examples from our
interdisciplinary team, this article reflects on opportunities in applications and
techniques to promote productive conversations across research areas.

The explosion of machine learning (ML) research
has permeated virtually all research areas, and
modeling and simulation (M&S) is no exception.

At a high level, the two fields apply similar processes:
both seek to create models that can make predictions
on new instances, and both involve a part of the data
for model building and a separate part for quality
assessment (see Figure 1). However, details reveal
important differences for each of these parts.

M&S involves a mix of theories and data to analyze
the behavior of a system over time, either for explana-
tory or predictive purposes. In contrast, ML leverages
past data to create predictive statistical models (e.g.,
classifier and regressor), generally on the assumption
that they follow the same patterns as observed in the
past. For example, we can ask a simulation model to
examine a new scenario (known as a “what-if analysis”)
that depicts a very different future, such as significant
public health interventions. This situation would be
challenging for an ML model since it was tuned auto-
matically from past data, and users cannot easily
change it to reflect potential futures.

This divergence between future-oriented scenarios
and replicating past patterns is also reflected in the
model-building process: simulations often involve inter-
disciplinary teams to craft rules based on theories and
refine them from data, whereas ML is data-centric.
Theories are particularly important for simulation mod-
els in the social sciences, where ML can be seen as
“theoryless big data modeling” and struggles to
answer intervention-focused questions.1 Simulation
models promote transparency for co-design with
domain experts and/or flexibility to examine new sce-
narios, whereasMLmodels aim at maximizing a fitness
measure (e.g., accuracy, precision, or recall). The qual-
ity of a simulation model may, thus, be lower than that
of ML with respect to fitting the data, but it may still
be adequate or “fit for purpose” if it satisfies goals
other than predictions, such as identifying unintended
consequences or guiding data collection efforts.

Despite these fundamental differences, hybrid
approaches have emerged at the intersection of ML
and M&S. Research terminology2 distinguishes hybrid
simulation (when several simulation techniques are
used together) from hybrid modeling (when simulation
techniques are combined with approaches from other
fields, such as ML). In this article, we focus on opportu-
nities for hybrid modeling. Growth in this area has
partly served to address two needs.
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First, as new ML algorithms are developed, there
is a need to evaluate them across various settings
(e.g., given certain levels of imbalance in the data,
noise, or outliers). Simulations, via their meaningful
parameters, can create synthetic data to use in evalu-
ating ML algorithms in a controlled setting. This can
support critical applications with scarce data, such as
detecting malfunctions at a nuclear facility, which has
not happened frequently; hence, detection systems
lack training data. In the other direction, there is a real-
ization that not every part of a simulation model needs
to be transparent and flexible. For example, an agent-
based simulation model for the spread of COVID-19
may include several policy-relevant parameters (e.g.,
mask mandates and vaccine capacity) and use select
theories to represent compliance. Simulated individu-
als are also observing and adapting (i.e., learning),
and this necessary component of the model can be
achieved by ML. In this context, the training data may
originate from classic sources for ML, such as surveys
or surveillance data, resulting in a model that is built
at the beginning of the simulation and potentially
updated as the simulation is executed.

Alternatively, the training data may come solely
from the simulation,3 with each agent continuously
observing its peers and forming rules about their behav-
ior (e.g., to associate certain observable traits in peers
with an outcome). This notion of equipping simulated
agents with learning algorithms is one of the most com-
mon manifestations of hybrid models and is occasion-
ally referred to as “heuristic rule-basedmodels.”4

The focus of ML algorithms on accuracy can, thus,
serve to replace or complement specific stages of the
simulation process, which is the focus of this article.

Each of the following sections is dedicated to the
potential use of ML for a specific stage of the simula-
tion process, following the order shown in Figure 2.

CONCEPTUAL MODELING: WHAT
SHOULD GO INTO A MODEL?

A conceptual model is used at the early stages of a
modeling project to offer a simple representation of a
system, often in a graphical format, by listing salient
concepts and interrelationships. For example, a con-
ceptual model for the spread of COVID-19 may state
that beliefs and attitudes about vaccination depend on
political leanings, but it may not go as far as to include
concepts and interrelationships showing that people
favor certain political stances. This illustrates that a
conceptual model is necessarily a simplification of real-
ity, as some aspects are deemed out of scope bymodel-
ers and/or stakeholders, not sufficiently understood to
be modeled, or lack data.

Despite the importance of a conceptual model in
setting the agenda for the rest of the process, factors
and interrelationships are often summarily disclosed
by modelers as the “result” of an unknown discussion
within their interdisciplinary team. For example, there
is limited disclosure about how different perspectives
are elicited and integrated.5 In a previous study, we
found that modelers are not neutral: when working
with the same evidence base, they can produce differ-
ent conceptual models6 and, hence, arrive at different
simulation results. Even if every modeler shared their
code (which is far from being the case), issues of prov-
enancewould not be resolved since we would only see
the resulting conceptual model without knowing the
process that created it.

FIGURE 1. Although there are high-level procedural similarities between machine learning (ML) and modeling and simulation

(M&S), each step has noticeable differences. Although the process is presented linearly, note that revisions are frequent; hence,

every step can go back (e.g., if a model does not satisfy the needs of quality assessment, then we go back to model building).

COMPUTER SIMULATIONS

September/October 2022 Computing in Science & Engineering 73



www.computer.org/computingedge 53

COMPUTER SIMULATIONS

However, it is important to ensure that recent evi-
dence is adequately taken into account and that meas-
ures are in place to limit biases. For example, issues
can arise when potential users of a model to manage
the impact of the spread of COVID-19 on hospitals are
unaware that it utilizes evidence from two years ago
(which may be deprecated when dealing with a rapidly
changing situation) or only relies on interviews with
doctors and nurses, hence potentially missing comple-
mentary perspectives related to health equity and psy-
chological well-being. To ensure that other modelers
and potential end users are clearly informed about the
evidence base that goes into a model and how it is uti-
lized, this section details the possibility of switching
from current person-dependent and/or undisclosed
methods toML.

At the qualitative stage of conceptual modeling, the
goal is to identify potential concepts and interrelation-
ships. In a nontransparent process, they may be identi-
fied by a modeler’s own assumptions or a brainstorming
effort by a specific team (which would not be reproduc-
ible by another team). ML can make this process more
transparent by specifying how factors and interrelation-
ships are extracted (e.g., via theme mining or Q&A sys-
tems) from a text corpus consisting of stakeholder and
participant interviews and/or authoritative documents.
Although ML could entirely automate the process of

building a conceptual model, the objectives of the
model and prevailing theories may already suggest
some salient factors and interrelationships to the mod-
elers. For example, when creating a model for suicide
prevention, it is a given that suicidal thoughts must
come before attempts and then death. Hence, a part of
the model may be set, while the rest can be discovered
via ML. In addition, given a conceptual model, ML can
automatically contrast it with social media posts as a
means to elicit the views of a population that may
eventually be impacted by decisions from the model.

A conceptual model is akin to a road map: it shows
potential paths and important locations, but it does not
tell us where to go. That decision ultimately lies with
the modeling team, based on considerations such as
data availability. Indeed, if we make a model based on
mechanisms for which we have no data, then there is
high uncertainty about the outcomes. For example, we
know that asymptomatic cases, vaccination, and social
distancing have an effect on disease prevalence. How-
ever, we may not have data about these mechanisms,
such as the number of asymptomatic cases, the effi-
cacy of vaccination, or the average level of social dis-
tancing. Given these unknowns, the simulated disease
prevalence may be subject to a wide confidence mar-
gin. In a previous study, we proved that minimizing
uncertainty by selecting the best data sources is an

FIGURE 2. We identify opportunities to use or develop ML techniques in each of the four stages of the M&S process. Each

opportunity is discussed in a dedicated section, starting with conceptual modeling and its two core tasks. Although there

exist more stages (e.g., calibration, verification, and validation) and tasks, this short article necessarily focuses on a subset.

Q&A: question-and-answer.
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is a need to evaluate them across various settings
(e.g., given certain levels of imbalance in the data,
noise, or outliers). Simulations, via their meaningful
parameters, can create synthetic data to use in evalu-
ating ML algorithms in a controlled setting. This can
support critical applications with scarce data, such as
detecting malfunctions at a nuclear facility, which has
not happened frequently; hence, detection systems
lack training data. In the other direction, there is a real-
ization that not every part of a simulation model needs
to be transparent and flexible. For example, an agent-
based simulation model for the spread of COVID-19
may include several policy-relevant parameters (e.g.,
mask mandates and vaccine capacity) and use select
theories to represent compliance. Simulated individu-
als are also observing and adapting (i.e., learning),
and this necessary component of the model can be
achieved by ML. In this context, the training data may
originate from classic sources for ML, such as surveys
or surveillance data, resulting in a model that is built
at the beginning of the simulation and potentially
updated as the simulation is executed.

Alternatively, the training data may come solely
from the simulation,3 with each agent continuously
observing its peers and forming rules about their behav-
ior (e.g., to associate certain observable traits in peers
with an outcome). This notion of equipping simulated
agents with learning algorithms is one of the most com-
mon manifestations of hybrid models and is occasion-
ally referred to as “heuristic rule-basedmodels.”4

The focus of ML algorithms on accuracy can, thus,
serve to replace or complement specific stages of the
simulation process, which is the focus of this article.

Each of the following sections is dedicated to the
potential use of ML for a specific stage of the simula-
tion process, following the order shown in Figure 2.

CONCEPTUAL MODELING: WHAT
SHOULD GO INTO A MODEL?

A conceptual model is used at the early stages of a
modeling project to offer a simple representation of a
system, often in a graphical format, by listing salient
concepts and interrelationships. For example, a con-
ceptual model for the spread of COVID-19 may state
that beliefs and attitudes about vaccination depend on
political leanings, but it may not go as far as to include
concepts and interrelationships showing that people
favor certain political stances. This illustrates that a
conceptual model is necessarily a simplification of real-
ity, as some aspects are deemed out of scope bymodel-
ers and/or stakeholders, not sufficiently understood to
be modeled, or lack data.

Despite the importance of a conceptual model in
setting the agenda for the rest of the process, factors
and interrelationships are often summarily disclosed
by modelers as the “result” of an unknown discussion
within their interdisciplinary team. For example, there
is limited disclosure about how different perspectives
are elicited and integrated.5 In a previous study, we
found that modelers are not neutral: when working
with the same evidence base, they can produce differ-
ent conceptual models6 and, hence, arrive at different
simulation results. Even if every modeler shared their
code (which is far from being the case), issues of prov-
enancewould not be resolved since we would only see
the resulting conceptual model without knowing the
process that created it.

FIGURE 1. Although there are high-level procedural similarities between machine learning (ML) and modeling and simulation

(M&S), each step has noticeable differences. Although the process is presented linearly, note that revisions are frequent; hence,

every step can go back (e.g., if a model does not satisfy the needs of quality assessment, then we go back to model building).
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NP-complete problem7; hence, modeling teams must
resort to heuristics, such as keeping their models
simple. The transformation of a conceptual model into
an operational one based on data is often shrouded
in mystery, as teams do not always state which heu-
ristic is used and as they lack algorithmic means of
automatically navigating data sources for a given
heuristic. Again, ML has the potential to help address
these gaps.

IMPLEMENTATION: HOW WILL
AGENTS LEARN?

In an agent-based model specifically, agents can adapt
by observing their peers or the environment and
adjusting their actions accordingly. Ten years ago,
common approaches would fine-tune handcrafted
rules (e.g., thresholds in if–then rules or components of
the belief–desire–intention framework); employ cogni-
tive architectures; or venture into simple ML models,
such as decision trees.8 With a rise in ML, we can
now go beyond fine-tuning parameters since ML
approaches create the rules themselves. As we noted
previously,9 ML can thus tackle thematter of structural
uncertainty (which rules should govern an agent’s
behavior) instead of being limited to parametric uncer-
tainty (adjusting values in an established rule set).

There are now several approaches that allow agents
to make observations and derive a model from them.
Two diametrically opposed approaches to embed a
“virtual brain” in each agent10 are exemplified by deep
neural networks (DNNs) (which can provide accuracy
at the expense of transparency and computational
cost) and fuzzy cognitive maps (FCMs) (which seek
transparency and are computationally light but poten-
tially less accurate). FCMs are an interesting case at
the crossroads of cognitive architectures and ML. They
are traditionally elicited from individuals as a means
to externalize their “mental model” into a directed,
weighted, labeled network. However, emerging ML
algorithms are gradually making it possible to dynami-
cally change relationships in the agents’ mental mod-
els. As advances have made it possible to equip agents
with ML models, the research frontier is shifting from
the individuals (e.g., enabling each agent to learn via a
DNN) to the collective (e.g., how do agents behave as a
group through their respective MLmodels?).

EXPERIMENTATION: WHEN
SIMULATIONS BECOME
WASTEFUL

Several COVID-19 simulation models have been able
to use computational resources specifically set aside

by consortia. These models, thus, often require high-
performance computing clusters to run simulations.
However, the costs of simulations are not identical:
some of them can terminate sooner, for example, when
it becomes sufficiently clear that a disease will spread.
In addition, results can be related: if a population with
low vaccine coverage gets sick, then it will still be the
case with lower coverage. Based on these two observa-
tions, we suggested a two-step process for ML and
M&S9: an ML model can predict the cost of performing
a simulation and, if it exceeds a user-defined limit or
resources available at the time, results would be
obtained by a surrogate (i.e., an ML model trained from
past simulation results) instead of by performing a new
simulation. When simulations can be afforded, they will
grow the data from which the surrogate is trained, thus
improving its fidelity. Although neither of these two
steps is technically new, they were seldom used in
COVID-19 models, hence leading to computational
costs that could have been reduced drastically.11 There
is, thus, room for improvement in the uptake of practi-
ces from one community to the other.

DISSEMINATION: TOWARD
EXPLAINABLE SIMULATIONS

“You should do it because the simulation results say so”
is no longer a sufficiently convincing argument—if it
ever was one. Explaining how a model was built and
distilling its results is, thus, a growing necessity, both
in ML (as part of explainable artificial intelligence) and
in simulations. Although we may expect simulations to
be at an advantage for explanations since they are
(partly) built by humans and involve theories, experien-
ces from COVID-19 have shown that explaining can be
a difficult task for modelers, particularly when the tar-
get audience represents a broad range of skills and
backgrounds. Perhaps counterintuitively, ML can be
the key to automatically explaining simulations at two
levels.

First, we need to explain the conceptual model,
which can involve many rules and parameters. Dia-
grammatic representations may not be easily under-
stood outside of a community of practice. Reports
(e.g., written under the protocol “overview, design con-
cepts, and details”) can be read by simulationists and
domain experts alike, but they are manually written
and, hence, can be subject to vagueness or miss cer-
tain aspects in addition to being laborious to write for
complex models. Through advances in natural lan-
guage generation via tools such as GPT-3, it is now
possible to take a model (e.g., a large concept map)
as input and eventually produce text. Experiments
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conducted by our research group have shown that this
approach can generate some well-formed and varied
sentences to convey a conceptual model,12 although
efforts are still needed to address errors in the output
(e.g., misinterpretation).

Second, we need to synthesize the results. Having
several scenarios and a large number of combinations
of parameter values (e.g., for sensitivity analysis) can
produce many results. While visualizations also have a
role to play, ML can help us discern patterns when
results from simulations form large datasets, thus con-
tributing to streamlining the takeaway messages. Con-
cretely, training an interpretable ML model (e.g., a
decision tree) can reveal how a key simulation out-
come is obtained. While deriving an ML model from a
simulation is a common task (i.e., surrogate modeling),
the emphasis is normally on providing a computation-
ally cheaper proxy rather than supporting the interpre-
tation of results. The interesting frontier in this regard
is to promote a feedback loop whereby results are con-
veyed by an interpretable ML model, end users can
highlight where they see discrepancies with their
expectations, and we then identify where adjust-
ments should be made in the simulation.

CONCLUSION
Based on our experiences, we have presented opportu-
nities to either apply or design new techniques at the
interface of M&S and ML. While we focused on four
stages of the M&S process, the potential for ML is also
present at several other stages, such as repurposing
anomaly detectors to perform verification and valida-
tion. AlthoughM&S practitioners occasionally question
their role given the growth of ML, the opportunities
presented here make the case for the numerous bene-
fits that simulations can derive from improvements in
ML. This article, thus, hopes to guide productive con-
versations and support synergistic efforts between
research communities.
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