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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics ranging from software design and computer graphics to Internet computing and security, from scientific applications and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

**Computer**

*Artificial Intelligence of Things in Sports Science: Weight Training as an Example*

The interdisciplinary nature of sports science introduces challenges such as multifaceted data collection, accuracy in knowledge formation, and equipment usability. Artificial intelligence of things (AIoT) technology presents a feasible solution adaptable to different sports. Taking weight training as an example, the authors of this article from the November 2019 issue of *Computer* apply AIoT technology to these challenges.

**Computing in Science & Engineering**

*Package Wavemulcor: Wavelet Multiple Regression and Correlation in R*

The R wavemulcor package provides routines for the implementation of wavelet multiple regression and correlation methods. Its main functionality is the estimation of single sets of global wavelet multiple correlations, cross-correlations, and wavelet local multiple correlations over time from a multivariate time series. Read more in the November/December 2019 issue of *Computing in Science & Engineering*.

**IEEE Annals of the History of Computing**

*Technical Fixes for Legal Uncertainty in the 1980s Software Cracking Scene*

During the 1980s, many software developers and enthusiasts reacted to software’s unclear status within the US copyright law by pursuing technical, rather than legislative, fixes. This article from the October–December 2019 issue of *IEEE Annals of the History of Computing* applies forensic methods to recover records of conflict between commercial software developers and the enthusiasts who sought...
to “crack” commercial programs’ copy protection.

IEEE Computer Graphics and Applications

A Provenance Task Abstraction Framework
Visual analytics tools integrate provenance recording to externalize analytic processes or user insights. Provenance can be captured on varying levels of detail, and activities can be characterized from different granularities. However, current approaches do not support inferring activities that can only be characterized across multiple levels of provenance. The authors of this article from the November/December 2019 issue of IEEE Computer Graphics and Applications propose a task abstraction framework that consists of a three-stage approach, composed of 1) initializing a provenance task hierarchy, 2) parsing the provenance hierarchy by using an abstraction mapping mechanism, and 3) leveraging the task hierarchy in an analytical tool. Furthermore, the authors identify implications to accommodate iterative refinement, context, variability, and uncertainty during all stages of the framework. They describe a use case that exemplifies the abstraction framework, demonstrating how context can influence the provenance hierarchy to support analysis. The article concludes with an agenda, raising and discussing challenges that need to be considered for successfully implementing such a framework.

IEEE Intelligent Systems

Large Basic Cone and Sparse Subspace Constrained Nonnegative Matrix Factorization with Kullback-Leibler Divergence for Data Representation
In this article from the July/August 2019 issue of IEEE Intelligent Systems, a new constrained NMF model with Kullback-Leibler (KL) divergence is developed for data representation. It is called large basic cone and sparse representation-constrained nonnegative matrix factorization with Kullback-Leibler divergence (conespaNMF_KL). It achieves sparseness from a large simplicial cone constraint on the base and sparse regularize on the extracted features.

IEEE Internet Computing

Effectively Linking Persons on Cameras and Mobile Devices on Networks
Nowadays, ubiquitous surveillance cameras and wireless networks facilitate understanding of online and offline human activities, and attention has been paid to analyzing people’s activities by associating visual data with network data. It is critical to link mobile devices on networks to their owners in surveillance videos. However, existing works mainly rely on location-related information, while it is invalid to distinguish persons with similar movement behaviors due to the error-prone visual localization of person and wireless localization of devices. To solve this problem, in this article from the July/August 2019 issue of IEEE Internet Computing, the authors propose a framework called PD-Link that uses just one camera and one AP to infer links from mobile devices to their owners. To achieve its goal, PD-Link identifies a feature, person-device interactions (PDI), as the linking cue. The authors evaluate the performance of PD-Link in realistic scenarios, and the experimental results demonstrate the efficacy and effectiveness of the method.

IEEE Micro

A Logic-on-Memory Processor-System Design with Monolithic 3D Technology
In recent years, the size of transistors has been scaled down to a few nanometers, and further shrinking will eventually reach the atomic scale. Monolithic three-dimensional (M3D) ICs use the third dimension for placement and routing, which helps reduce footprint and improve power and performance of circuits without relying on technology shrinking. This article from the November/December 2019 issue of IEEE Micro explores the benefits of M3D ICs using OpenPiton, a scalable open-source Reduced Instruction Set Computer (RISC)-V-based multicore SoC. With a logic-on-memory 3D integration scheme, the authors analyze the power and performance benefits of two OpenPiton single-tile systems with smaller and larger memory architectures. The logic-on-memory M3D design shows a 36.8-percent performance improvement compared to the corresponding tile
design in 2D. In addition, at isoperformance, M3D shows a 13.5-percent total power savings.

**IEEE MultiMedia**

**Smart Media Transport: A Burgeoning Intelligent System for Next-Generation Multimedia Convergence Service over Heterogeneous Networks in China**

Convergence service (CS), which integrates broadband and broadcast services, is considered promising in bridging the gap between scarce bandwidth and user demands for real-time, immersive, and super high-quality service in a ubiquitous environment. However, many urgent issues remain to be tackled in media transport systems (MTS) to support CS. In this article from the July–September 2019 issue of IEEE MultiMedia, the challenges MTS would entail over a heterogeneous network to diverse users are first analyzed. The architecture and functionalities of the smart media transport (SMT) system are then advocated and reviewed. Several key technologies in the SMT system—including a hierarchical media-aware data model for content encapsulation, a context-aware data protection mechanism for reliable transmission, and media synchronization control based on network condition estimation—are discussed. Field trial results on campus for certain CS are provided to validate the system design and illustrate the performance of the SMT system.

**IEEE Pervasive Computing**

**A System for Privacy-Preserving Access Accountability in Critical Environments**

In this article from the April–June 2019 issue of IEEE Pervasive Computing, the authors present a BeagleBone-based system to increase the security and safety level of critical environments by tracking people movements. Their solution is privacy-aware, as it is possible to know who accessed a zone at a given time, with an uncertainty degree of accountability.

**IEEE Security & Privacy**

**Did App Privacy Improve after the GDPR?**

In this article from the November/December 2019 issue of IEEE Security & Privacy, the authors present an analysis of app behavior before and after the regulatory change in data protection in Europe. The data shows that app privacy has moderately improved after the implementation of the General Data Protection Regulation (GDPR).

**IEEE Software**

**Critical Factors for Open Source Advancement in the US Department of Defense**

Leveraging open source components in US Department of Defense (DoD) software systems remains challenging and is often met with resistance. This article from the November/December 2019 issue of IEEE Software describes several factors that will increase the likelihood of successfully deploying open source in DoD projects.

**IT Professional**

**Isogeny-Based Cryptography: A Promising Post-Quantum Technique**

Recent advances in quantum computing have made existing public key cryptosystems vulnerable to enormous security threats. Therefore, numerous efforts have been exploring post-quantum cryptographic techniques to address the emergence of quantum computing. The authors of this article from the November/December 2019 issue of IT Professional focus on one promising post-quantum cryptography known as “isogeny-based cryptography,” first by reviewing some concepts of the elliptic curve isogeny, then by presenting three major methods for constructing isogeny-based difficult problems. The authors present some existing isogeny-based cryptographic primitives, such as signature and key exchange, and analyze their advantages and disadvantages. Finally, they discuss a few major challenges of isogeny research that they hope will attract more attention to isogeny-based cryptography.
Virtual reality (VR) and augmented reality (AR) are entering the healthcare sphere. From training surgeons to motivating patients during physical rehabilitation, VR and AR have the potential to help improve the treatment of diverse medical conditions. VR has already been used to treat pain, anxiety, phobias, and post-traumatic stress disorder by providing distraction, relaxing environments, and safe exposure scenarios. Two articles in this issue of ComputingEdge describe VR and AR systems that aim to help people with certain disabilities improve their social interactions.

“A Virtual-Reality Training Application for Adults with Asperger’s Syndrome,” from IEEE Computer Graphics and Applications, presents a VR serious game that allows users to practice presentation and speaking skills and receive constructive feedback. IEEE Pervasive Computing’s “Designing Systems to Augment Social Interactions” discusses AR systems that use Google Glass to help people with autism and Parkinson’s disease adjust the rate, volume, and pitch of their speech for better communication.

Another technology that is having an impact on healthcare is machine learning (ML). IEEE Micro’s “Earning Stripes in Medical Machine Learning” explains how ML algorithms can help diagnose various medical conditions through image analysis. Computer’s “Detecting and Alleviating Stress with SoDA” describes an ML-based system that analyzes sensor data from wearables to determine whether the user is stressed, and then suggests stress-reduction techniques (such as meditation) if needed.

For ML to benefit society, we need to make sure that ML software implementations are secure. In Computer's “Security Engineering for Machine Learning,” the authors categorize security threats to ML systems and emphasize the need for an architectural risk analysis of ML. The author of IEEE Security & Privacy’s “Unknowable Unknowns” posits that the opaque nature of ML decision-making can lead to security and privacy failings.

The final two articles in this ComputingEdge issue discuss tools for high-performance computing (HPC). “Software Stack in a Snapshot,” from Computing in Science & Engineering, presents a containerization service that allows HPC users to easily migrate their software stack to the supercomputer and to deploy their preferred software version. “In Situ Visualization for Computational Science,” from IEEE Computer Graphics and Applications, argues that in situ processing can overcome limitations caused by supercomputer I/O constraints but that more research is needed to refine the approach.
A Virtual Reality Training Application for Adults With Asperger’s Syndrome

Diego Rojo  
Centro Universitario de Tecnología y Arte Digital

José Jesús García Rueda  
Centro Universitario de Tecnología y Arte Digital

Jesus Mayor  
Centro Universitario de Tecnología y Arte Digital

Laura Raya  
Centro Universitario de Tecnología y Arte Digital

Editor: Mike Potel  
potel@wildcrest.com

Abstract—Asperger’s syndrome is a disorder that involves a qualitative impairment in social interactions. While most treatments are aimed at children or adolescents, in this paper we present the development of a virtual reality training application in which adults with Asperger’s syndrome can train in an autonomous and controlled way how to present in public.

Presentation and communication skills are increasingly important in professional and academic environments, e.g., making a public presentation of a student’s final dissertation is a requirement in order to graduate in the European higher education area. Acquiring these skills is difficult and requires specialized training, as shown by the many courses aimed at helping people tackle their difficulties with presenting in public or even overcoming phobia of public speaking. For those with Asperger’s syndrome (AS), being able to make public presentations becomes even a greater challenge and can be a determining factor in their academic or career progress.

The use of virtual reality (VR) as a tool for rehabilitation of different types of phobias and disorders has been studied since the 1990s, proving its effectiveness in overcoming different phobias such as acrophobia or arachnophobia. However, the use of technology to improve the social skills of Asperger’s syndrome has mainly focused on research and development of three-dimensional (3-D) virtual environments,1,2 but without using VR head-mounted displays (HMDs).

The report by Kothgassner et al.3 supports the hypothesis that the physiological reaction to speaking in front of an audience is similar, whether in a real-life environment or in a virtual reality environment using an HMD. This suggests
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that the use of VR is a good approach to overcome a phobia of public speaking.

To this end, we have developed CicerOn VR: Virtual Speech Coach, a project of the Research Chair in Accessible Technologies created by Indra Sistemas S.A., Fundación Universia, and Centro Universitario de Tecnología y Arte Digital. The project’s objective is to support people with Asperger’s syndrome in the process of overcoming their difficulties when public speaking, by designing and developing an immersive virtual reality serious game. In this environment, users can train in a gradual and controlled way how to interact with others and present in public.

**ASPERGER’S SYNDROME**

Asperger’s syndrome is an Autism Spectrum Disorder characterized by qualitative impairment in social interaction. Individuals have no clinically significant general delay in language, but show restricted, repetitive, and stereotyped patterns of behavior, interests, and activities. All this leads to a deterioration of the individual’s social, academic, and work activity.

Most studies of treatments to improve symptoms of AS are aimed at children and adolescents because, according to scientific evidence, an intensive early intervention (between 0 and 6 years) can modify the poor prognosis generally associated with children with AS. It should be noted that most of these treatments do not make use of digital technologies, although in recent years interest in technology has increased due to promising results from relevant research projects.

Despite this, Fuentes-Biggi et al. emphasize the need to continue supporting people with AS into their adult years, following a continuing education plan. The development of CicerOn is focused precisely on serving as a support tool during this adult stage, helping college students and adults with AS to improve their communication skills.

**APPLICATION DESIGN AND DEVELOPMENT**

CicerOn is a serious game that allows the user to talk to different avatars in different virtual environments. It is an experience that supports a virtual reality exposure therapy in a user-friendly way due to its gamified design. The different levels of the game provide a hierarchy of increasing exposure to the phobia of public speaking, encouraging motivation to continue the training. An automatic speech recognition system evaluates the speaking of the users, showing feedback on their tasks. This allows for a gradual improvement of their speaking ability.

The application is aimed at users with Asperger’s syndrome aged 15 and over. People can use it without supervision, at any time and without having to go to a specialized center. The strong feeling of presence when using VR with an HMD allows users to more easily transfer what they learn within the virtual world to the real world.

**Hardware**

We evaluated different alternative virtual reality platforms to determine the most appropriate one for our purposes. Since the aim of the project was to expose the user to a systematic desensitization of public speaking, the preferred head-mounted display should have a microphone and a pair of headphones. In the end, we decided to use mobile virtual reality platforms, as they allow us to reach the largest number of users thanks to their lower price and ease of use.

Although we have implemented a multiplatform application, user testing has been done with Samsung Gear VR from Oculus (see Figure 1). In addition, the users have a controller that allows them to move and interact with the virtual environment in an intuitive way, using the joystick for navigation and the buttons for interaction with the objects.

**Application Design**

CicerOn is a serious game whose goal is to make users speak aloud before different audiences.

During the design process of CicerOn, we carried out several meetings with both psychologists and people with AS. The first meetings were aimed at eliciting the main features to be included when designing a virtual reality application for the target users. Regarding interests and motivations, these include puzzle and riddles, which in the end became the main mechanisms implemented in CicerOn. Other particularities to be taken into account are the typical AS user’s
need for detailed instructions, lack of empathy, inability to understand irony and sarcasm, and a literal understanding of messages and propositions. These characteristics vary greatly from one individual to another, but they are widely present in this group.

This application is structured in six levels. Each level is associated with a higher level of exposure to the audience, implementing an incremental exposure hierarchy. From an initial level of exposure to phobia (public speaking on a stage but without spectators), the complexity of the phobia exposure increases level after level. The increasing rate of difficulty, in terms of exposure to the phobic stimulus, has been designed by psychologists specializing in patients with Asperger.

CicerOn’s storyline is based on Egyptian mythology. Figuring out riddles and puzzles, users travel through different countries to find a lost object as if they were explorers. To complete each level, users must read aloud a final text. These texts contribute to the narrative, unveiling some key elements of the game’s story.

The mechanics and structure of the game are designed to be repetitive, in order to foster the creation of a routine in players. Sudden changes of scenarios without preview explication are avoided. Routines are made explicit to the players by means of checklists and transition videos. The length of these videos and their appearance are always the same.

Users’ main objective in each level is to find all the fragments of a ripped postcard (see Figure 2), hidden all over the level. Each fragment contains a riddle that provides the user with a clue for finding the next one so that the user can finally complete the postcard. The last fragment will take the user near the final reading area, such as a stage or a lectern. Once all the fragments have been found, the complete postcard offers users a longer text to read. The user must read the text of the postcard aloud. The final text contains information on how the game story progresses and what to do in the next level. This text is divided into several blocks or paragraphs. After each block, users will receive the first feedback on their performance. We group

**Figure 1.** Samsung Gear VR head-mounted display and a Bluetooth controller used for testing.

**Figure 2.** Fragments that compose ripped postcards containing individual clues which when reassembled lead the user to a final text to be read. The aesthetics of the postcards are closely related to the specific city where the action of the game is taking place.
the performance scores into three categories (improvable, quite good, and fantastic). Negative messages have been removed from our application and visual feedback using icons complements quantitative information. Once all the blocks have been read, an average score is displayed. To facilitate the reading flow, our application underlines the text while the user is reading.

The automatic speech recognition system included in our application evaluates the user’s final reading aloud. It scores the reading according to the volume and correct pronunciation of the words. Several reports show feedback on the user’s progress. If players pass a minimum score, the system will move on to the next level.

We designed an additional stage (a lounge) with a familiar and comfortable look to be used as a base camp. It is the user’s safe place in the virtual world to go when they feel overwhelmed. With this additional environment, we want to prevent the user from removing the VR device under conditions of over-stress due to excessive exposure to the phobic stimulus. In addition, each time users complete a level, our application takes them to this base camp, where they can also check their progress (see Figure 3).

The different levels that make up the application are detailed below. Figure 4 shows some of the scenarios associated with these levels.

**Figure 3.** Images of the comfortable base camp for the users with Asperger’s syndrome to rest after completing each individual level and see the progress of the game.

**Figure 4.** Images of scenarios used in the application: a school auditorium in London (upper left and upper right) and a lecture hall in the Louvre museum in Paris (lower left and lower right).
Level 0. Takes players to the base camp in Madrid, where the story is introduced, and the basic navigation and interaction mechanics are explained.

Level 1. Located in a school auditorium in London. The initial final text to be read aloud by users explains the mythological background of the game and the goal to be achieved. The place is empty and there is no audience. A new character is introduced, who will continuously guide the user through the training.

Level 2. A transition video carries the user to Paris. Once all the postcard’s fragments have been found, users must read the final text in front of a nonhuman cartoon character.

Level 3. Again, a transition video takes the user back to Madrid. In this case, users have to read the final text in front of three people who are not paying attention to them.

Level 4. Users travel to Alexandria this time. As in the other levels, users have to discover the place where each fragment of the postcard is hidden. At each level, the number of pieces that make up the postcard is different (see Figure 2). In this case, the player makes the final reading before a group of 10 people, who are visibly, but not constantly, paying attention to the user.

Level 5: The final level takes place in the city of Bubastis, where players find the lost object and the game comes to an end. Up to now, the software has increased the difficulty of the training process by modifying the size of the audience and their attitude towards users. However, the highest level of exposure to the phobic stimuli for people with Asperger’s syndrome reported by psychologists is reading before a single person, who is paying all their attention to the users. In this level, users become the entire focus of attention of the spectator.

Technical Design

CicerOn is developed with Unity 2017 (unity3d.com), which provides us with a solid game engine foundation. Maya 2017 (www.autodesk.com/products/maya) is used for modeling and animating virtual environments. Due to the repetitive narrative-action loop of the game, we have generated a system of quests that allows level designers to easily create new levels. This system is implemented by a state machine that will control the execution flow of each scene within the application. The most significant design pattern under this structure is a Singleton programming design pattern, which provides a static referencing of the script using a class called LevelManager. To facilitate development, there are several subclasses of class Quest that use an Observer design pattern, so the state machine builds itself inside the LevelManager. In Figure 5, we provide a class diagram that explains the basic architecture of our application.
The developer or level designer, once they include the *Quest* script on the scene, can easily add functionality thanks to the callbacks *ActivateQuest* and *CompleteQuest*, which manage the actions that take place in any given *Quest*. This way, using the Unity editor, designers can easily add new behaviors. When several quests are available at a time, the *LevelManager* is responsible for the activation of quests according to the properties of the latter (e.g., persistence, uniqueness, and shared duration).

The *LevelManager* class also manages narrative resources and speech recognition, which can only be used sequentially. Thus, when a *Quest* asks for the playing of a piece of audio, it is queued. And if users perform an action that requires speech recognition, our easy-to-access Singleton will handle this request.

In the process of integrating an automatic speech recognition system, we encountered a major issue. At first, we tried to use an off-line recognizer called Pocket Sphinx (cmusphinx.github.io), to avoid the need for an Internet connection. Unfortunately, the quality of recognition was not good enough and caused confusion among users. The lowest results were obtained when used by people with high-frequency voices, such as women.

Due to these problems, we decided to use another Android-compatible recognizer called Wit.ai (wit.ai), which provides free speech recognition through its online services. This recognizer provided us with recognition accurate enough for the needs of the application.

Finally, good performance in VR applications is essential to prevent cybersickness in users. A requirement of at least 60 frames per seconds (fps) was determined to be necessary to obtain a smooth motion within the virtual world. Optimizing the number of polygons and the texturing of 3-D models has also been a challenge for CicerOn. For example, we have reduced to 29,856 the number of polygons of level 1, with only 29 draw calls. We achieve a realistic and detailed appearance (see Figures 3 and 4) with a continuous performance above 100 fps due to the different optimization techniques and shaders used.

**Perceptual Adapted Design**

Adapting functional and visual design to students with AS is essential for better use of the experience. But most of the existing applications have a children’s appearance and content, which leads to rejection by adult users with AS. Our application has a cartoon or caricatured appearance but not infantilized look. Avoiding saturated and bright colors, strident shapes or overwhelming environments have been some of the guidelines followed by artists. The sketches and models used in CicerOn have been validated both by people with AS and psychologists (see Figure 6).

When designing game interactions, it is necessary to consider the possible repetitive motor mannerisms of the users. Simple interactions have been designed to improve usability and reduce the learning curve. In order to increase the users’ reading-aloud time, in the first design of the application, the interactions with the objects in the game were carried out through voice. According to the first tests conducted with real users, the gameplay was perceived as boring, lowering the users’ motivation, what led to a redesign of the application. This new design provides a more dynamic and intuitive interaction through a gamepad.
Regarding level design, the increase of difficulty during the gameplay is defined by the number and nature of spectators, ranging from none to many. Some variability has to be taken into account here, as most people with AS perceive one-on-one reading as more stressful than reading before several people. Therefore, we have defined the one-to-one reading activity as the last challenge in the game.

EVALUATION

An iterative design evaluation process has been at the heart of CicerOn’s development from the very beginning. Following a “with them and for them” philosophy, some members of the development team themselves have Asperger’s syndrome. They have contributed to the testing of the experience, looking for performance improvements, locating bugs and proposing adaptations in functionality, script, and appearance to make it more adapted to people with Asperger’s syndrome.

In addition, a qualitative evaluation has been conducted by psychologists, pedagogues, teachers, adults with Asperger’s syndrome, and their families in each development cycle (see Figure 7). As a result, modifications in the narrative, in the number of levels or in their temporal arrangement and other extra functionalities have been made.

During the design and implementation process, we worked hand-in-hand with different associations specialized in Asperger’s syndrome. Among them are the PAUTA Association (Psychopedagogy of Autism and Associated Disorders) and the Asperger Madrid Association. They have also tested the application, giving us very positive and encouraging feedback regarding both the software and its potential to support phobia treatment therapies in people with Asperger’s syndrome. The use of VR lowers the entry barriers for users to begin the therapy. The selected VR device (see Figure 1) is easy to handle and is not heavy or uncomfortable. The application’s playful design motivated patients and caregivers to continue with the treatment. Patients claimed that, without noticing, they found themselves speaking from a stage.

After the development of CicerOn, Indra Sistemas S.A. and Fundación Universia are confident in the power of virtual reality applications to help overcome other phobias of people with Autism Spectrum Disorder. A video of our system in use is available at youtu.be/zFOkOkoOtUM.
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Designing Systems to Augment Social Interactions

Thanks to the rapid advancement of mobile and wearable technologies over the past decade, a new shift in social skills training lies ahead that will allow users to continuously monitor and improve their social behavior during actual social interactions. At the same time, despite the demonstrated effectiveness of social augmentation, researchers must address several limitations.

Social behavior lies at the very core of being human. We engage in social interactions multiple times every day. For example, we speak with friends, buy products from a salesperson, or hold conversations with colleagues. Yet, some types of social interactions—speaking in public, being interviewed, participating in a negotiation, and so on—often seem to be governed by a special set of rules that many of us struggle with. However, these kinds of interactions are the ones in which the outcomes are the most crucial. For example, a job interview can decide a person’s employment status, or a presentation in school might have a large impact on a student’s final grade. The problem is amplified by the fact that in such critical situations stress can make our bodies go into “auto pilot” mode, rendering our cognitive minds oblivious to our body’s use of gestures, postures, or even speech.

Imagine a computer system able to monitor our behavior during social interactions and give us subtle feedback on how to improve. For example, when speaking in public, such a system could help us maintain eye contact with the audience or control our speaking rate by informing us if we are too slow and boring, or are too fast and unintelligible. The same system could also help us make a better impression during job interviews by correcting our body posture and use of gestures. Moreover, persons who suffer from various disabilities, such as autism or Parkinson’s disease, could use the system to better regulate their behavior, thus avoiding misunderstandings and generally increasing their functional independence. Such a system would effectively “augment” the user’s social skills.
These social augmentation systems can be seen as an extension of Douglas Engelbart’s framework for augmenting human intellect and the personal augmentation concepts of Cassandra Xia and Pattie Maes. Whereas they focused on problem solving, memory, decision making, motivation, and mood, we focus on a different yet equally important domain of human intellect: social behavior.

**DESIGN REQUIREMENTS**

Since social augmentation systems are meant to be used during real social interactions, a careful design of the system is paramount. To get a grip on this issue, we devised a set of requirements for the design of social augmentation systems. These have been informed by both literature and empirical research.

First, the user should be able to correctly perceive and process the information delivered by the social augmentation. From a psychological point of view, the augmentation represents a secondary task for the user whereas the social interaction is the primary task. Considering this, the first requirement can be formulated as follows: The social augmentation must be able to momentarily draw enough attention from the primary task to allow information from a social augmentation task to be perceived and processed.

However, it is crucial that the augmentation not draw too much attention lest it distract the user and disrupt the social interaction. According to distributive attention models, tasks can be carried out in parallel without quality degradation as long as enough processing resources are available. Thus, to reduce the amount of distraction, the social augmentation needs to be economical with its demand of resources.

Yet, if the social augmentation is to guide the user to a more desirable behavioral state, it must first be able to generally elicit a change in behavior. Thus, the provided information must be understandable, sufficiently detailed, and relevant to both the user and the moment in which it is delivered. Informing a user who, say, is making a presentation that he or she talked too loudly five minutes ago is not only irrelevant but also confusing. This leads us to the third requirement: The provided information must be appropriate for facilitating the intended change in behavior.

So far, the social augmentation can trigger a change in user behavior without much disturbance. What is still missing is the relation to the social interaction mentioned earlier. Specifically, it is important that the augmentation does not just trigger any change in behavior, but one that contributes to the goals of the user in the interaction. For example, in a job interview, the augmentation should help the user make a better impression and thus increase his or her chances of employment.

The social aspect of the augmentation means that the physical form and aspect of the system is also critical. More specifically, the augmentation system should not hinder verbal or nonverbal communication within the social interaction, nor should it break social conventions or otherwise disrupt that interaction. For example, the use of head-mounted displays (HMDs) might prevent perception of the user’s gaze signals, interfering with one critical communication channel. Moreover, the augmentation must be mindful of its impact not only on the user, but also on the persons with whom the user is interacting.

Finally, privacy and transparency concerns also need to be addressed. Throughout history, many promising technologies have encountered resistance over such concerns. When the first truly mobile camera, the Kodak box camera, appeared in 1888, it was heavily criticized and even forbidden in certain public places. Thus, the delicate handling of privacy issues is crucial. One approach is to ensure users understand that social augmentation will entail the loss of some privacy. According to Jason Hong, users will accept this if the perceived value of the system
matches or exceeds that of the lost privacy. It is thus paramount that the social augmentation respects the privacy of both users and bystanders.

**BEHAVIORAL FEEDBACK LOOP**

In previous work, we introduced the behavioral feedback loop as the driving force behind social augmentation. In simple terms, a feedback loop occurs when the output of a system is repeatedly and continuously fed back to the system as input, thus forming a closed loop. From the point of view of social augmentation, feedback loops are particularly interesting due to their self-regulating nature. Thus, the goal of generating self-awareness discussed earlier can be directly translated to a feedback loop structure. The user’s behavior (output) is recorded and fed back to the user (input) continuously, generating awareness of one’s own behavior. For this, physical artifacts, such as miniaturized sensors or lightweight displays, are used to both perceive the user’s behavior and deliver real-time feedback. Now, through intelligent and goal-oriented manipulation of the feedback loop, the user’s behavior can be steered toward a more beneficial state for the social interaction. Figure 1 illustrates the resulting two-step pipeline of a behavioral feedback loop: The user’s behavior is first analyzed in real time and then, based on its quality, feedback is automatically generated and delivered to the user.

![Figure 1. The behavioral feedback loop. The user’s behavior is first analyzed in real time and then, based on its quality, feedback is automatically generated and delivered to the user.](image)

**EXAMPLES**

Social augmentation systems can be deployed in different scenarios to help users improve the outcomes of their interactions or overcome certain disabilities. Here we provide three concrete use cases for social augmentation.

**Augmenting Public Speaking**

Public speaking is a distinct type of social interaction that requires speakers to deliver an informative message to their audience while entertaining and inspiring enthusiasm at the same time. This makes speaking in public a particularly stressful experience. The Logue social augmentation system, shown in Figure 2, attempts to relieve some of this pressure by delivering direct and objective feedback on the quality of one’s speech rate, body energy and openness, as well as providing instructions on how to improve it. To achieve this, social-signal processing techniques are employed to analyze the speaker’s performance using data from a microphone and a depth camera. Based on this analysis, feedback is generated and delivered to the user unobtrusively in real time using an HMD.
Augmenting Group Discussions

Unlike speaking in public, where conversation is mostly one sided and exchanges between speaker and audience are limited, traditional face-to-face interactions are more susceptible to disturbances as they contain complex exchanges of verbal and nonverbal messages that are governed by a delicate set of unwritten rules. We designed an augmentation system that attempts to overcome this problem by providing feedback using different modalities. The system helps the user control their speaking time during group discussions by providing auditory, tactile, or visual feedback in real time.7

Augmenting the Speech of Adults with Disabilities

One common dysfunction associated with autism is atypical prosody.9 It impacts the rate, loudness, and pitch of the speaker’s voice, potentially leading to misunderstandings during social interactions. Louanne Boyd and her team10 developed a social augmentation system that targets adults with autism. Using Google Glass, their system provides visual feedback whenever the user exhibits an atypical vocal pitch or loudness.

A similar approach was proposed by Roisin McNaney and her colleagues11 for helping people with Parkinson’s, who often “have an impaired perception of how loud they are speaking,” better regulate the loudness of their voice. Their LApp system uses Google Glass to continuously monitor the loudness of the user’s voice and gives visual feedback whenever it drops below a predefined threshold.

CONCLUSION

Social skills training has evolved over the past few decades from using manual and analog forms of knowledge transfer to intelligent virtual simulation environments, which can automatically react and adapt to the learner. Now, thanks to the rapid advancement of mobile and wearable technologies over the past decade, a new shift in social skills training lies ahead that will allow users to continuously monitor and improve their social behavior during actual social interactions.

Despite the demonstrated effectiveness of social augmentation, researchers must address several limitations. As with all types of augmentation, there is a risk of the user learning to rely on the system too much. This could make the user dependent on the system and thus unable to act without it. Similarly, the user might focus too much on “pleasing” the system and ignore the real world—for example, cues from interlocutors. This could result in abnormal behavior because social augmentation is meant to help users improve their current social behavior, not be a substitute for it. Nevertheless, intelligent feedback design and advanced behavior analysis routines could be used proactively to minimize such risks.
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Earning Stripes in Medical Machine Learning

Shane Greenstein
Harvard Business School

Today, we are living through one of those heady situations in which scientific, technical, and commercial frontiers all simultaneously advance in a grand interrelated dance. Advances in computer technology in the last decade opened up the potential for big gains in applications of neural networks aimed at recognizing and diagnosing visual images. Many startups and established firms are making decisions about how to develop and deploy such software, and what products to develop next.

While the science continues to expand into some headline popping territory, and the technologist find new prototypes for mind-altering forecasting, what has happened within markets? What has found its way into practical applications with commercial appeal?

We can start with a simple observation: If real people are spending real money on an application of machine learning, then it must have created new economic value. However, it can be difficult to provide an overview of a broad moving target.

Today’s column goes inside the actions of one firm’s experience as a way to provide insight into the broad trends. It will focus on the factors shaping the creation of value from applying machine learning in medical imaging. The focus will be on a firm called Zebra Medical Vision, an Israeli startup in the business of using machine learning to improve X-rays. Its experience illustrates many of the same technology trends and strategic issues faced by other machine learning startups, particularly those in healthcare markets.1

SETTING
You probably have not heard of Zebra, even though it is doing well by the norms of its field. It is a startup competing with other startups and major technology companies. Zebra’s product is a series of software tools that use machine learning algorithms to read radiology scans for signs of different medical conditions.

Zebra is best known in the industry for charging $1 for each scan. The founders hoped the simple pricing would make it easier for Zebra’s algorithm to be used more widely. The $1-per-scan has now become focal for all firms. Of course, they have accomplished more than merely set a pricing standard, and that is what will receive attention.
For some years now, Zebra has faced a situation common to many startups as they expand. Zebra has access to a cutting-edge technology, but they have had to decide how to apply it to a promising commercial application. More concretely, Zebra has had to simultaneously find training data, hire in competitive labor markets, and negotiate FDA approvals and other government regulations.

Zebra is located in the entrepreneurial culture of Herzliya, a suburb of Tel Aviv. For its goals, that location has both advantage and disadvantage.

Here is the upside. The area benefits from nearby universities and a local start-up culture, as well as research offices for large technology companies including Apple and Microsoft.

Israel’s size is also an advantage, believe it or not. Its population is smaller than Sweden and bigger than Denmark. That made it easier to make a deal for data. Zebra has access to anonymized healthcare data through Israel’s taxpayer-funded government healthcare system. It is easier to make that sort of deal in a smaller country, so Zebra got an earlier start than most other firms.

Specifically, there are four Israeli HMOs, and Zebra made an arrangement to use one HMO’s data. Most people in Israel remain in the same HMO throughout their life. Because all health data are digitized and each patient is tracked using an anonymized patient identification number, health information is organized in such a way that it can provide accessible, anonymized medical data to inquiring parties. After coming to terms, Zebra gained access to tens of thousands of X-ray and CT scans.

What is the disadvantage of that location? For one, the tight labor market for talent. In its current position, Zebra has found itself competing with Google, Apple, Microsoft, and startups to hire new machine learning PhDs, who are looking for competitive salaries and interesting, cutting-edge work. To be sure, it has found some. Founded in December 2013, Zebra employed approximately 40 people in 2018, including its three founders, and it has been growing since then.

The second disadvantage is distance from big markets, which are in the United States, Europe, and India. The founders spend significant time travelling to meet with their partners in hospitals across the globe.

Perhaps most interesting, location does not put Zebra at a technical disadvantage. It uses recent breakthroughs in data storage and computing power by employing Google's Tensor Flow. That makes data-heavy analysis possible anywhere in the world with access to major internet lines and the technical talent to develop the software. In that sense, Zebra occupies the same technical playing field as everyone else.

TECHNOLOGY

What precisely does Zebra’s algorithm do? It relies on images from X-rays and CT scans, which are both radiation-based images that create a view of the internal parts of a body, with shades of gray depicting muscles and fat, and white showing bones and metal. X-rays are the single images from a scan, and CT scans are a series of X-ray scans that together make up a three-dimensional image.

Since the 2000s, these images have been increasingly digitized, which allowed for faster, more efficient, and cheaper methods of analysis. The digital copies allowed researchers to use collections of the scans more easily for research purposes, especially for machine learning purposes. Zebra builds on this digital foundation and the research into how to use it for algorithm development.

To date, Zebra’s algorithms use large amounts of data within outlined parameters, i.e., in a framework of supervised learning. Accordingly, each data set addresses one application at a time—i.e., spinal fractures, brain bleeds, lung congestion, and so on. Data are analyzed by a computer program for recognizable patterns, which the program could then recognize in other data sets, or refine when the original set has more data added in.

In Zebra’s case, a series of images have been preanalyzed, with the sections of the images that showed if there was a potential problem marked and annotated for the computer to learn from. All scanned X-rays for training data must be read by multiple doctors in order to give the software reliable data from which to learn. Scans that are
performed with out-of-date equipment, or by technicians who are not trained on the equipment, can lead to difficult-to-analyze results.

That said, X-rays, while a valuable medical tool, are still often unclear or misread. Hence, radiology is not a perfect science. Related, no machine learning algorithm will be perfect.

So what does “great but imperfect” software do? In common parlance, great software reduces “false positives” and “false negatives.” A great test can find nearly all positive diagnoses of a condition. A great test also correctly identify when a person does not have a condition.

Notably, a key aspect of Zebra’s strategy, unlike many other healthcare machine learning developers, is to work closely with healthcare providers to develop its software. Zebra positions its software as a tool that can help radiologists, not replace them. The software for detecting bone fractures, for example, came from conversations with radiologists who explained that a tool could help them screen the elderly with high risk. More broadly, they have learned from that experience that automated diagnosis creates value when the software is a tool for screening, or an instrument to aid decision making triage in urgent care. At some point, it may also become a useful tool for “second opinions” or “finding clues humans missed, and developing new concerns to explore.”

Zebra still faces the same dilemmas of this business as everyone else: whether Zebra should focus its development on products for the developing world (at first China and India) or focus on the United States and Europe. In China and India, Zebra’s diagnostic software can help with medical care in areas that have X-ray and CT scanners, but often not enough trained providers to accurately read the results. These countries also have shorter timelines for government approval, which makes it easier for Zebra to go to market. Conversely, in the United States and Europe, Zebra’s software will be positioned differently and potentially will be used on every appropriate scan in a busy hospital, allowing Zebra to charge more overall and gather more data to improve its accuracy.

After exploring the potential of all options, to date Zebra has tended toward commercializing in Europe and the United States, enduring the regulatory scrutiny of the European Commission and the Federal Drug Administration. Several of its products have already made it through the FDA approval process. By the norms of the field that makes Zebra a leader in commercial applications.

COMMERCIALIZATION

Commercialization is the act of translating technical knowledge into valuable products and services. Zebra has focused most of its energies around commercialization, namely, product development, and the development of efficient processes for developing algorithms for specific diagnoses.

Today they are deploying those processes in specific medical settings. The central issue for management is “which diagnoses should gain their priority and why?”

Think of Zebra’s experience as a good barometer of progress in commercialization of machine learning for medical applications. Despite all the excitement, the conclusion is irrefutable: While plenty of value could be created, we are just at the beginning of deployment into mainstream medical practice.
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How wonderful would it be if our body-worn accessories, such as wearable medical sensors (WMSs), were able to track our health in a round-the-clock fashion? Breakthroughs in the field of machine learning and rapid advancements in sensor technologies hold great promise to actualize this dream through automation of decision-making processes.


As shown in Figure 1, Akmandor and Jha’s proposed system—called SoDA—collects physiological signals through five WMSs: electrocardiogram, galvanic skin response, respiration rate, blood pressure, and blood oximeter. SoDA processes the data by eliminating unwanted noise, outliers, and interpersonal variations. Then, SoDA extracts features for each section of the processed data and inputs them into previously trained machine-learning models. These models determine whether the user is stressed, and activate the stress alleviation protocol if needed.

The stress alleviation protocol starts with the most effective stress therapy (determined during the training stage) and tracks the physiological signals. If the physiological signals indicate that the user is benefiting from the therapy, SoDA proceeds with it for a predefined time period; otherwise, it switches to the next therapy and repeats the steps. SoDA continuously collects, processes, and analyzes the data. Because it is awake 24/7 or as long as the

Detecting and Alleviating Stress with SoDA
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Depending on the user’s expectations, current condition, and available resources, SoDA offers two modes: individualized and generalized. The individualized mode utilizes only the corresponding user’s data to build the machine-learning model. Because the model requires the user’s data, the user needs to be available for data collection for approximately two hours. In the generalized mode, the machine-learning model is trained with previously collected data from a large group of individuals. Because the individualized mode is personalized to the user, it exhibits a higher classification accuracy. The generalized mode eliminates the need for personalized data collection, at the expense of reduced classification performance. Akmandor and Jha carried out analyses on 32 individuals under both modes. They obtained a stress detection accuracy of 95.8 and 89.3 percent, respectively, for the individualized and generalized modes. Moreover, the authors also tested the effects of various stress alleviation therapies (for example, micromeditation, good news, and warm stone) and verified their efficacy by comparing them with a control case that did not include stress alleviation therapy.

SoDA provides end-to-end stress coaching by not only detecting stress but also suggesting therapies, tracking physiological signals, and modifying the therapy accordingly when needed. Although SoDA exhibits high performance and real-time response and offers a user-friendly setup and multiple stress therapies, the authors state the need for longer experimental duration, integration with more WMSs, a larger experimental population, and an increased set of stress therapy options. SoDA’s current implementation and the stated future steps open up the opportunity to tackle other serious health conditions.
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Machine learning (ML) appears to have made impressive progress on many tasks, including image classification, machine translation, autonomous vehicle control, and playing complex games, such as chess, Go, and Atari video games. This has led to much breathless popular-press coverage of artificial intelligence and elevated deep learning to an almost magical status in the eyes of the public. ML, especially of the deep-learning sort, is not magic, however. It is simply sophisticated associative-learning technology based on algorithms developed over the past 30 years. In fact, much of the recent progress in the field can be attributed to faster CPUs and much larger data sets rather than to any particular scientific breakthrough.

ML has become so popular that its application, although often poorly understood and partially motivated by hype, is exploding. In our view, this is not necessarily a good thing. We are concerned with the systematic risk invoked by adopting ML in a haphazard fashion. Our research is focused on understanding and categorizing security-engineering risks introduced by ML at the design level.

While the idea of addressing the security risk in ML is not a new one, most previous work has focused on either particular attacks against running ML systems (a kind of...
dynamic analysis) or on operational security issues surrounding ML. Just for the record, we encourage these lines of inquiry.

Our research focuses on three threads: building a taxonomy of known attacks on ML, exploring a hypothesis of representation and ML risk, and performing an architectural risk analysis (sometimes called a threat model) of ML systems in general. We report our progress here.

A TAXONOMY OF ML ATTACKS

Attack taxonomies in security have a long history. One of the motivations behind building such a taxonomy is to guide engineering tradeoffs made at the design level using real-world data about how fielded systems are attacked. For that reason, we are building a taxonomy of ML attacks.

In practice, fielded ML systems as targets run the gamut from white box, which are fully open source and trained on public data, to black box, which map inputs to outputs via an application programming interface to an unknown transformation function. Between the two extremes lie many other possibilities including ML systems based on an open-source model with proprietary hyperparameters and training data and a black-box model that leverages transfer learning from an existing white-box model.

Attacks on ML systems can be divided into two types: manipulation attacks, which alter system behavior by tweaking input, training data, or the model itself, and extraction attacks, which surreptitiously discern secret information in the ML system. Additionally, attacks can be classified by which part of the system they target (input, training data, and model). This results in a taxonomy of six categories as shown in Table 1.

Input-manipulation attacks (also known as adversarial examples and evasion attacks) are by far the most common kind of ML attack discussed in the literature. The attacker creates an input to an operating ML system that reliably produces a different output than its creators intend. Successful attacks include stop-sign misclassification, spam misidentification, and broken language processing.

Training-data manipulation attacks (also known as poisoning and causative attacks) are attacks on an operating model via the training process. The attacker modifies the data corpus used to train ML systems, with the intent of impairing or influencing future system behavior. For example, an attacker may publish bogus data to interfere with medical diagnoses or influence financial time-series forecasting models. In the infamous case of Microsoft Research’s Tay, Internet trolls successfully implemented a data-manipulation attack to turn the chatbot into a bigot.

There are few examples of model-manipulation attacks in the literature. However, one can imagine an attacker publishing a white-box model with certain latent behavior that is meant to be unwittingly adopted by third parties and later exploited by the attacker. Given the increasing adoption of transfer learning and the fact that releasing code, and even model parameters, under a permissive open-source license is common in ML, we believe this attack category deserves attention.

Input-extraction attacks (also known as model inversion) apply in cases where model output is public but inputs are supposed to remain secret. In this case, an attacker, given outputs, attempts to recover inputs. Attacks include inferring features of medical records from the dosage recommended by an ML model and producing a recognizable image of a face given only the classification and confidence score in a face-recognition model.

Training-data extraction attacks (also called model inversion) involve extracting details of the data corpus that an ML model was trained on. ML research focuses much of its attention on the learning model to the exclusion of attention on data, yet data are clearly known to be crucially important to a trained system’s behavior. Real-world ML systems often incorporate proprietary data and data with serious privacy implications.

Model-extraction attacks target any less-than-fully white-box ML system and attempt to open the box and copy the target’s behavior or parameters. Examples include theft of a proprietary model and enabling white-box attacks on what was designed to be a black-box model.

Work on this taxonomy is ongoing. [In the interest of space, we have not included as many references as we would like in this section. See Berryville Institute of Machine Learning for more information: https://berryvilleiml.com/references/]

A WORKING HYPOTHESIS ON REPRESENTATION

Our work is informed by a hypothesis about representation in ML systems that we are actively exploring. Control over input, output, and hidden representations is essential to understanding the attacks we described in the preceding section.

ML systems are conventionally evaluated on a held-out test set drawn from the same distribution as the training data. This prevents overfitting to specific examples in the training data but guarantees nothing about

<table>
<thead>
<tr>
<th>TABLE 1. The six attack categories.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input manipulation</td>
</tr>
<tr>
<td>Training data manipulation</td>
</tr>
<tr>
<td>Model manipulation</td>
</tr>
</tbody>
</table>
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generalization to a different data distribution in production. Input-manipulation attacks exploit precisely this weakness by targeting a region of input space in which system behavior is not understood. Similarly, data-manipulation attacks mold the training distribution to an attacker’s intent. In an adversarial setting, we must understand ML representations over the entire potential input space, not just the training-data distribution. Representations that are unstable and corruptible can be easily (and often undetectably) tampered with. Improved representation strategies can lead directly to more secure ML systems.

Better representation approaches may also lead to more robust operation in challenging contexts well beyond avoiding adversarial dynamic activity. System robustness in the face of both limited and very noisy data can protect against catastrophic failure, especially when ML systems are applied to situations that stray beyond their training.

These ideas are not new. In our view, basic principles in representation have been discovered multiple times in multiple disciplines and published under multiple names. For example, in the numerical computation and statistical communities, phenomena such as ill-conditioning, collinearity, and outliers have long been described and are well understood. Their detrimental effects on computation and estimation are modeled through concepts such as condition numbers and statistical leverage and mitigated through techniques for regularization and outlier detection.

Our view is that an overfocus on pure learning strategies without regard to representational fluidity may be accidentally adding risk to current ML systems. We would like to take advantage of the progress that exists in various adjacent fields to explore representation issues that can improve ML systematically (mostly from a security perspective). Increased attention to representation can help in two ways: achieving more stable and efficient signal-content representations and supporting the complementary concern of modeling signal typicality.

**EXAMPLE: ANOMALY DETECTION IN TRAINING DATA**

Anomaly-detection ideas can be directly applied to input data based on some measure of the data’s typicality during both ML training and operations. During training, such an approach can protect against anomalous input with high leverage that may poison the model. Anomaly detection in input can also be applied during operation to assess the typicality of the test input against the training data and offer a model-independent way of determining whether the ML system is likely to perform as expected. In both cases, anomaly scores that describe observed data drift can give us an indication of when we’re interpolating and when we’re extrapolating.

**EXAMPLE: DEFENSIVE INPUT TRANSFORMATION**

Input transformation can be used to defend against some kinds of ML attacks, especially in the input-manipulation category. There is often a great deal of extraneous variation (for example, nonrelevant variation with respect to the ML system tasks) found in the raw input to an ML system. As a result, the ML system is likely to include some of this extraneous information in its learned hidden representations. In some sense, the bad extra information becomes entangled with the good.

Because of this, the ML system can become susceptible to bad-extra-information-based attacks. As an example, just because an image is slightly noisy, an ML recognition system should not make a silly categorization error (for example, turtle → rifle or stop sign → speed limit sign). Well-known input-manipulation attacks do exactly this with low-level noise, relying on entanglement of the noise signal with the task-relevant signal in the distributed/learned representation being built and used by the ML system.

This is not a new phenomenon. In linear-inversion problems, such as image deblurring, a numerically rank-deficient, ill-conditioned operator cannot be inverted in the presence of noise without careful consideration of the representation implicit in the process inversion. Information from subspaces associated with small singular values must be attenuated or discarded altogether. ML systems should take advantage of this knowledge.

**WILD SPECMULATION**

Evolved sensory systems found in nature do this kind of attenuation and discarding thing all the time [think of the bandwidth limitations in human hearing (hertz) and vision (nanometers), for example]. Raw input in biological systems is limited in a task-opportunity and risk-dependent way. The auditory and visual systems of different mammal, bird, and insect species have all evolved to reflect niche opportunities and risks (and are all divergent from each other in numerous ways; bandwidth is an easy one to observe).

In our view, the adaptations displayed by these systems are neither completely reliant on nor entirely gleaned through Hebbian learning but, rather, implemented in aspects of the anatomy and physiology of various organisms that were established through genomic evolution. As we experiment with learning systems, we should use a variety of learning algorithms, some of which may be able to achieve different kinds of search and increase robustness by introducing different types of error and nonlinearity.

**TOWARD A THOROUGH ARCHITECTURAL RISK ANALYSIS OF ML**

We are interested in building security into ML systems from a security-engineering perspective. This means understanding how ML systems are designed for security (including what representations they use), teasing out possible engineering tradeoffs, and making such tradeoffs explicit. We are
also interested in the impact of including an ML system as a component in a larger design. Our basic motivating question is how do we secure ML systems proactively while we are designing and building them?

Early work in security and privacy in ML has taken an operations-security tack focused on securing an existing ML system and maintaining its data integrity. For example, Nicolas Papernot uses Salter and Schroeder’s famous security principles to provide an operational perspective on ML security.8 In our view, this article does not go far enough into ML design to satisfy our goals. A key objective of our work is to develop a basic architectural risk analysis (sometimes called a threat model) of a typical ML system.9 Our analysis will take into account common design flaws, such as those described by the IEEE Center for Secure Design.10

Securing a modern ML system must involve diving into the engineering and design of the ML system itself. Our work sets out a taxonomy of known attacks against existing ML systems, describes a hypothesis of representation that may help make ML systems more secure, and hints toward a more complete architectural risk analysis of ML. 
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Unknowable Unknowns

Kurt Gödel proved that there are problems for which it is impossible to construct an algorithm that always leads to a correct yes-or-no answer; those problems are undecidable. Alan Turing proved that the halting problem is undecidable in Turing machines. Alfred Tarski proved that truth in the standard model of a system cannot be defined within that system. Olav Lysne proved that it is not possible to verify electronic equipment procured from untrusted vendors, and that a vendor cannot build a system that supports verification by untrusting customers. Ben-David et al. proved that scenarios exist where learnability can neither be proved nor refuted. Finally, Donald Rumsfeld made commonplace the phrase unknown unknowns.

And so we come to artificial intelligence (AI), which is to say self-modifying algorithms, which is to say machine learning. Readers of IEEE Security & Privacy are well aware of the interrogatability problem “Monsieur Algorithme, why did you make this decision?” an acute concern in multiple subject matter areas, of which cybersecurity is assuredly one. Most IEEE Security & Privacy readers agree that all security tools are dual-use, freighting “why did you make this decision?” with significantly more than mere curiosity or a search for optimality.

There are some who say that a self-modifying algorithm, if purposefully and skillfully constructed, can tell the “why” of its decisions, tell that why in a form we humans can appreciate, and then, perhaps, nod in knowing acceptance. One hopes that this will soon be true, but as of now, it is not.

In other words, and for the time being, black-box interrogation of AI models—similar in spirit to a statistician’s sensitivity testing—has the potential to become the default method of assessing an AI model’s behaviors. This default will last at least so long as no one has success in understanding a priori how a model works. It is merely stop-gap, relative to Rumsfeld’s unknown unknowns: the probability of not asking enough of the right type of questions to characterize a data-driven model is as great as the probability that the model was trained on incomplete or biased data.

It is logical to presume that as AI models increase in complexity, they become more opaque. This parallels a problem we in cybersecurity know only too well: that of trying to understand the attack surface of growing and/or dynamic software installations. Unprovability thus becomes acute, including in the case of cybersecurity, where the mutation rate for offense and defense alike mean not just learning but unlearning.

In some areas other than cybersecurity, handing off the keys to AI models offers immediate, iterative improvement in tailored operations, efficiency, and safety. In the arms race that is cybersecurity, using adaptive algorithms to thwart other adaptive algorithms is so attractive as to seem necessary, and so necessary as to seem attractive.

The financial services industry has already demonstrated some apparent truths worth considering, the principal of which is that we (humans) can build systems more complex than we can manage, complete with behaviors that we cannot predict. Perhaps the question is whether self-modification is, or can be made to be, a safe enough technology to implement, and if so, how does this decision vary by the realm of application?
In human society, it is natural for the occasional interrogator who asks “Why did you do that?” to demand an action reversal based on the answer to the question. In the digital policy world, Article 15, Section 1(h) of the European Union's General Data Protection Regulation reads “The data subject shall have the right to obtain from the controller (…) access to personal data and the following information: 1(h), the existence of automated decision making [and] meaningful information about the logic involved as well as the significance and the envisaged consequences of such processing for the data subject.” Cybersecurity decisions will certainly encounter Article 15’s requirement, and for cybersecurity services that only know what to interdict by being trained on “normal day” data, there is no real answer to Section 1(h)’s requirement as to whether there was hidden malignancy in the training data—i.e., that is an unknowable unknown.

The author suggests that an exclusive embrace of machine learning for cybersecurity is a Faustian bargain—but it’s a free country.
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Software Stack in a Snapshot
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Abstract—The Argonne Leadership Computing Facility is deploying Singularity to allow HPC resources to adopt “containers”—a technology that has benefitted non-HPC resources like cloud computing servers for a few years now. For HPC users, containerization will allow them to easily migrate their software stack between resources with minimal effort. For HPC facilities themselves, containerization gives users more autonomy to deploy the version of the software that best meets their specific needs.

Scaling code for massively parallel architectures is a common challenge the scientific community faces. When moving from a system used for development—a personal laptop, for instance, or even a university’s computing cluster—to a large-scale supercomputer like those housed at the Argonne Leadership Computing Facility (ALCF), a U.S. Department of Energy Office of Science User Facility, researchers traditionally would only migrate the target application; the underlying software stack would be left behind.

To help alleviate this problem, the ALCF has deployed the service Singularity. Singularity, an open-source framework originally developed by Lawrence Berkeley National Laboratory and now supported by Sylabs, Inc., is a tool for creating and running containers (platforms designed to package code and its dependencies so as to facilitate fast and reliable switching between computing environments)—albeit one intended specifically for scientific workflows and high-performance computing (HPC) resources.

“There is a definite need for increased reproducibility and flexibility when a user is getting started here, and containers can be tremendously valuable in that regard,” said Katherine Riley, the ALCF’s director of science. “Supporting emerging technologies like Singularity is part of a broader strategy to provide users with services and tools that help advance science by eliminating barriers to productive use of our supercomputers.”

Growing Diversity, Growing Services

The demand for such services has grown at the ALCF as a direct result of the HPC community’s diversification.
When the ALCF first opened, it was catering to a smaller user base representative of the handful of domains conventionally associated with scientific computing (high energy physics and astrophysics, for example). HPC is now a principal research tool in new fields, such as genomics, which perhaps lack some of the computing culture ingrained in certain older disciplines. Moreover, researchers tackling problems in machine learning, for example, constitute a new community. This creates a strong incentive to make HPC more immediately approachable to users so as to reduce the amount of time spent preparing code and establishing migration protocols, and thus hasten the start of research work.

Singularity, to this end, promotes strong mobility of computing and reproducibility due to the framework’s employment of a distributable image format. This image format incorporates the entire software stack and runtime environment of the application into a single monolithic file. Users thereby gain the ability to define, create, and maintain an application on different hosts and operating environments. Once a containerized workflow is defined, its image can be snapshotted, archived, and preserved for future use. The snapshot itself represents a boon for scientific provenance by detailing the exact conditions under which given data were generated: in theory, by providing the machine, the software stack, and the parameters, one’s work can be completely reproduced. Because reproducibility is so crucial to the scientific process, this capability can be seen as one of the primary assets of container technology.

SUITED FOR SCIENCE

ALCF users have already begun to take advantage of the service. Argonne computational scientist Taylor Childers (in collaboration with a team of researchers from Brookhaven National Laboratory, Lawrence Berkeley National Laboratory, and the Large Hadron Collider’s ATLAS experiment) led ASCR Leadership Computing Challenge and ALCF Data Science Program projects to improve the performance of ATLAS software and workflows on DOE supercomputers. Every year ATLAS generates petabytes of raw data, the interpretation of which requires even larger simulated datasets, making recourse to leadership-scale computing resources an attractive option.

The ATLAS software itself—a complex collection of algorithms with many different authors—is terabytes in size and features manifold dependencies, making manual installation a cumbersome task. Yoda, an MPI-enabled Python application the team developed to communicate between CERN and ALCF systems and ensure all nodes in the latter are supplied with work throughout execution, permitted the researchers to run the ATLAS software on Theta (the ALCF’s Cray XC40 system based on the second-generation Intel Xeon Phi processor) inside a Singularity container. As depicted in Figure 1, the use of Singularity resulted in linear scaling on up to 1024 of Theta’s nodes, with event processing improved by a factor of four. Containerization also effectively circumvented the software’s relative “unfriendliness” toward distributed shared file systems by accelerating metadata access calls; tests performed without the ATLAS software suggested that containerization could speed up such access calls by a factor of seven.

“All told, with this setup, we were able to deliver to ATLAS 65 million proton collisions simulated on Theta using 50 million core-hours,” said Childers.

While Singularity can present a tradeoff between immediacy and computational performance (because the containerized software stacks, generally speaking, are not written to exploit massively parallel architectures), the
data-intensive ATLAS project demonstrates the potential value in such a compromise for some scenarios, given the impracticality of retooling the code at its center.

Because containers afford users the ability to switch between software versions without risking incompatibility, the service has also been a mechanism to expand research and try out new computing environments. Rick Stevens, Argonne’s Associate Laboratory Director for Computing, Environment, and Life Sciences (CELS), leads the Aurora Early Science Program project virtual drug response prediction. The machine learning-centric project, whose workflow is built from the CANcer Distributed Learning Environment (CANDLE) framework, enables billions of virtual drugs to be screened singly and in numerous combinations while predicting their effects on tumor cells. Their distribution made possible by Singularity containerization, CANDLE workflows are shared between a multitude of users whose interests span basic cancer research, deep learning, and exascale computing. Accordingly, different subsets of CANDLE users are concerned with experimental alterations to different components of the software stack.

“CANDLE users at health institutes, for instance, may have no need for exotic code alterations intended to harness the bleeding-edge capabilities of new systems, instead of requiring production-ready workflows primed to address realistic problems,” explained Tom Brettin, strategic program manager for CELS and a co-principal investigator on the project. Meanwhile, through the support of the Exascale Computing Project, CANDLE is being prepared for exascale deployment.

Containers are a relatively new technology for HPC, and their role may well continue to grow. “I don’t expect this to be a passing fad,” said Riley. “It’s functionality that, within five years, will likely be utilized in ways we can’t even anticipate yet.”
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In Situ Visualization for Computational Science
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Abstract—In situ visualization is an increasingly important approach for computational science, as it can address limitations on leading edge high-performance computers and also can provide an increased spatio-temporal resolution. However, there are many open research issues with effective in situ processing. This article describes the challenges identified by a recent Dagstuhl Seminar on the topic.

There are two processing paradigms for visualizing data: in situ processing, i.e., processing data as it is generated, and post hoc processing, i.e., processing data well after it is generated (see Figure 1). Research results on in situ visualization started appearing approximately a quarter-century ago, albeit using terms such as coprocessing and runtime visualization. Despite promising findings, post hoc processing has retained its role as the dominant processing paradigm for scientific visualization. Post hoc processing enjoys advantages with respect to simpler interfacing (i.e., via files instead of code), increased ability for the end-user to explore data, and fewer consequences when encountering error conditions, among others. In contrast, in situ processing enjoys advantages with respect to access to more spatio-temporal data, decreased time to access data, and increased computational power. That said, it is difficult to make definitive statements comparing the merits of in situ and post hoc processing, since each can be implemented with variations and optimizations that mitigate their respective weaknesses. For example, post hoc processing can improve an access time via multiresolution methods, while in situ processing can improve on fault tolerance by performing concurrent visualizations on separate system resources.

In high-performance computing, the dominance of post hoc processing has faded over the last five years, and given way to a surge of interest around in situ processing. The primary driver...
Processing paradigms for scientific visualization

**Figure 1.** Contrasting post hoc and in situ processing. This diagram shows three processing paradigms, one for post hoc and two for in situ, running horizontally and divided by dashed lines. For each of the three workflows, time runs from left to right, with a break in the timeline indicating that a user views data sometime after it is stored. In each of the workflows, a simulation runs in so-called “cycles,” where a simulation advances flow from one state to the next. These are denoted “Sim C1” for the first cycle, “Sim C2” for the second cycle, etc. In the top workflow, post hoc processing, the simulation stores its state to persistent storage every three cycles. In this notional example, the “I/O” rectangle is wider than any of the simulation cycle rectangles to indicate that I/O has become very expensive on supercomputers. For simulations with very quick cycle times, the I/O rectangle may be hundreds of times wider than a simulation cycle rectangle (i.e., take hundreds of times longer). Of course, I/O may also occur less frequently than every three cycles. The top workflow concludes when a user starts a separate visualization program to load the simulation data from persistent storage. This visualization program may run on the same resources as the simulation code, or on distinct resources. The middle workflow denotes a common variant of in situ processing that is sometimes referred to as “tightly coupled” or “inline” in situ visualization. In this mode, both visualization and simulation run on the same resources, in an alternating manner. The output of the visualizations are images or extracts, and these images or extracts can be viewed after (or during) the simulation via a viewer which likely runs on distinct resources. The final workflow denotes another common variant of in situ processing, “loosely coupled” or “in transit.” With this workflow, additional resources for visualization are run concurrently to the simulation, and data is transferred from the simulation resources to the visualization resources. In this workflow, the resources for visualization are often smaller than those for simulation, making periods of idle time acceptable.

Behind switching processing paradigms is to address I/O constraints on leading-edge supercomputers. On these machines, the ability to generate data is increasing much faster than the ability to store data to persistent storage; compute has gone up by a factor of approximately 100× over the last decade, with I/O performance typically only increasing by a factor of 10×. Consequently, visualization performance using the post hoc paradigm, already shown a decade ago to be limited on supercomputers by I/O performance, becomes poorer and poorer with each new generation of hardware. Of course, in situ processing addresses this problem by avoiding the usage of disk altogether. Today, in situ processing is being used increasingly on supercomputers, including a
recent example of visualizing 98 billion cells on 16,384 GPUs (see Figure 2). Unfortunately, despite some successes, in situ processing is far from a solved problem, as there are multiple barriers impeding its widespread use.

The open research problems with in situ processing were the subject of a Dagstuhl Seminar in July 2018, titled “In Situ Visualization for Computational Science,” which brought together practitioners from scientific visualization, computational science, and high-performance computing. The workshop participants identified ten in situ processing challenges that require significant research, and also “cross-cutting challenges” that do not require research. These challenges were documented in a workshop report that serves as the source material for this article, although two pairs of challenges were combined for readability.

In all, the authors of this article believe that significant research is still needed to enable in situ processing to meet widespread production needs. We hope this article will inform our community about the challenges identified at the Dagstuhl Seminar and will also encourage additional research in this space.

DATA QUALITY AND REDUCTION

An important consideration for in situ processing is whether the desired visualizations are known a priori. When they are, the visualizations can be specified ahead of time and carried out as the data are generated. When they are not known a priori, in situ processing is more complicated, since it is not clear which visualizations to carry out. One approach is to refuse in situ processing, i.e., to do post hoc processing instead, although saving data less frequently. The problem with this approach is that I/O constraints may cause the data to become so sparse temporally that important phenomena may be lost (i.e., a phenomenon begins after one time slice is saved and ends before the next one) or that features cannot be tracked over time.

Another approach when lacking a priori knowledge, and the overarching research challenge described in this section, is to use a combination of in situ and post hoc processing. Specifically, data are transformed and reduced in situ, and the resulting reduced data are saved to disk, to be explored later in the traditional post hoc manner. The benefit of this idea is that
the reduced data could be small enough to store sufficient temporal frequency even in the face of I/O constraints.

The following topics were identified as specific research challenges for data quality and reduction.

- There are myriad of possible techniques for reducing scientific data. Some techniques are general, while others are useful for very specific visualizations. Overall, it is unclear which techniques are the best match for given usage scenarios.
- This "\textit{in situ} reduction + post hoc exploration" paradigm creates a tension between reduction and data integrity. If too much reduction is performed, then the result may be a loss of data integrity and, thus, meaningless visualizations. Similarly, if data integrity is held as paramount, then reduction may be minimal, and I/O problems will persist. The challenge, then, is to determine the acceptable levels of reduction and integrity and also to meet these levels.
- Temporal analysis is commonplace, and requires special attention, both on how to achieve better reduction-integrity tradeoffs and on how to predict which small scale features will be important and, thus, should not be reduced since they will expand over time.
- Reduction introduces error, and this error should be treated in a way that is acceptable to domain scientists, i.e., error bounds, verification, considerations for error propagation, etc.

Solving these challenges could help with both efficiency (e.g., reducing I/O costs or even reducing the need to repeat a simulation) and effectiveness (e.g., enabling scientific discoveries by ensuring that sufficient data are available for exploration).

WORKFLOWS

There are a variety of instantiations that \textit{in situ} processing can take. In one form, the \textit{in situ} routines are provided as a library that is compiled into a simulation code, sharing memory and compute resources. In another form, the \textit{in situ} routines are part of their own executable which runs on distinct resources. There are also many other possible instantiations, involving multiple modules, multiple data transfers, etc.

Workflows are a mechanism for encoding each of these instantiations with data moving from one task to another. The form of these tasks can vary, from subroutines within one binary to separate executables on distinct computing resources. Overall, the workflow methodology may seem heavyweight for the simplest instantiations of \textit{in situ} processing, but it is widely viewed as necessary as more and more modules are incorporated to solve analysis problems.

The workshop participants differentiated between workflow specification and workflow execution since they each have their own challenges. Workflow specification refers to how tasks are defined, including possible inputs and outputs of a task, dependencies between tasks, and resource requirements. Workflow specification informs workflow execution, since it defines the set of possible actions to take but is distinct since it does not concern itself with how the workflow is executed.

The following were identified as specific research challenges for workflow specification.

- How do we specify desired workflow behavior as conditions change? These changes can come from the data (need more resources to explore a phenomenon) or from the system (faults or unresponsive nodes).
- How should the results of certain operations in the workflow drive future operations in the workflow? How do we specify this?
- How can resource priorities be embedded in the specification?
- How should tradeoffs between declarative and procedural approaches affect workflow specifications?

For workflow execution, the challenge is to develop systems that realize workflow specifications, and also to execute them efficiently. Realizing a workflow is involved: forming a set of tasks, scheduling those tasks on hardware, and handling error conditions. The tasks may have
multiple granularities ranging from scheduling within a single program to scheduling across many programs. Further, the penalty for poor decisions can be high, for example, when stalls occur when waiting for resources to become available.

The following were identified as specific research challenges for workflow execution.

- What strategies balance flexibility and efficiency? How can abstractions avoid being too coarse (which prevents optimizations) or too fine (which becomes too complex to manage)?
- What should the data interfaces between modules be?
- How can workflow research outside the community be leveraged? What are the visualization community’s unique requirements?

The benefits of solving this problem include improved resource utilization (via elasticity to fit resources optimally), by preventing wasted cycles when there is a fault, and potentially by getting algorithms to run on the types of hardware where they are most efficient. Other benefits include simplifying the job of workflow execution, increased user productivity, and particularly in code reuse and in collaboration. Finally, we note that the workshop discussion and this summary are particularly indebted to ideas from a U.S. Department of Energy workshop on workflows.7

EXASCALE SYSTEMS

Exascale computing poses multiple fundamental changes with respect to visualization. First, exascale hardware architectures will be different than our previous generation of supercomputers because innovative approaches will be needed to achieve so much computing power within energy and cost constraints. The most important change for the visualization community is the relative decrease in the I/O bandwidth (i.e., the driver for in situ processing). Other notable changes include the pervasive use of accelerators, multiple accelerators per node, billion-way concurrency, an increased focus on power usage, and deep memory hierarchies. Second, exascale machines will be used in a different way than our previous generation of supercomputers. One example is a shift in science uses cases, including multiphysics solvers, ensembles, and the inclusion of machine learning. This diversity of use cases motivates another section in this article: exascale simulations will produce new, nontraditional types of data.

The following were identified as specific research challenges for exascale systems.

- Ensure that our algorithms can run scalably at exascale-level concurrencies, and/or developing production workflow capabilities to enable visualization on a subset of the compute allocation.
- Leverage exascale hardware features into our algorithms when they can improve performance, such as nonvolatile random access memory (NVRAM).
- As the gap between execution rate and RAM grows, in situ visualization will need to adapt, both in terms of efficient execution, and in terms of minimizing effects on simulation codes.

Solving these challenges will allow exascale hardware to be used efficiently. Ultimately, the solution may align with the principles of code-sign—if we better understand the behavior of visualization software, then we can not only adjust our research regarding in situ approaches to perform better given supercomputer constraints but also affect the design of future supercomputers.

ALGORITHMIC CHALLENGES

Some staple visualization algorithms are difficult to parallelize efficiently and/or apply to large data sets. In particular, some algorithms exhibit global access patterns that may not even be feasible due to prohibitive communication costs. Examples include particle advection (difficult to parallelize efficiently) and some topological techniques (sometimes global in nature). If we plan to run such algorithms in situ, then we will need to develop efficient parallel versions of these algorithms or to identify alternate techniques that are suitable for high-performance computer architectures. An example of the latter
approach would be (perhaps) using convolution-type algorithms in the place of particle tracing flow visualization.

The following were identified as specific research challenges with respect to algorithms.

- Are there any features in future high-performance computer architectures that are helpful for difficult-to-parallelize algorithms? (e.g., deep memory hierarchies.)
- Can we use alternate forms, such as compressed data or higher order elements, to improve scalability? If so, how does that affect the accuracy of the results?
- If exploration-oriented use cases mandate that some of these algorithms be interactive, then how would that change our in situ design?
- What are the in situ configurations that promote efficiency? For example, if running at lower concurrency is more efficient, then this would inform how to carry out in situ processing. This topic is explored more in the section on Cost Models.

Solving these challenges is important; failing to do so will limit the techniques we can deliver to stakeholders, in turn limiting the potential for insight from simulations on the next generation of high-performance computers.

EXASCALE ENABLES NEW USE CASES AND NEW TYPES OF DATA

The typical in situ visualization use case is a single simulation generating a high-resolution mesh. However, increased computational power is enabling new types of outputs that motivate new types of visualization. One very important, and increasingly prominent, use case is that of ensemble analysis, i.e., where simulation codes produce ensembles instead of single output. This change requires different processing paradigms, has different properties with respect to efficiently using hardware, and requires different visualization approaches to be effective. A notable example of success on this front is the Melissa project, which was used to analyze an ensemble of 80,000 parallel simulations and avoided 288 TB of storage. Alternate data sources also include simulations that are run alongside experiments and that incorporate experimental data in their visualizations, such as the Xi-CAM effort. Finally, this challenge is not limited to ensembles and including experimental data. Other examples include computational steering or, when mesh resolutions get sufficiently high, a multi-scale representation of data.

The following were identified as specific research challenges for new use cases/new types of data.

- What techniques will the visualization community need to incorporate to support these new types of data? In this case, it is important to note that new collaborations may be required to succeed, for example, bringing in mathematicians and statisticians.
- How should the in situ processing approach be adapted to include data wrangling for new types of data (ensembles and experimental)? What data models facilitate exchange and are acceptable to both visualization and simulation stakeholders?
- How should workflows and abstractions support multiple, simultaneous goals?

The challenges involved with these new usages of supercomputers are driven by the domain scientists. While some of the solutions are arguably outside visualization, our community is developing useful infrastructure to address some of these problems, and broadening these infrastructures to include more approaches will benefit all.

COST MODELS

When running in situ, visualization routines often have to perform their tasks within a given time budget. Failure to complete their task in the allotted time typically means that either the visualization is aborted or that the simulation stalls. This situation can be avoided by assessing feasibility a priori: for a given set of visualization tasks and its parameters (e.g., isosurfac ing task and parameters of specific isolevels), a given data set, and given resources, then can the task be completed within T seconds? Currently, feasibility assessments are not rigorous, e.g., previous experiences, extrapolations from smaller data sets, etc. Cost models provide a more rigorous way to assess feasibility.
Cost models take an input workload (visualization tasks, parameters, data set, resources) and produce an estimate of how long it will take to complete the task. If the estimate is accurate, then these models can be used to answer feasibility questions. Unfortunately, cost models are often hard to generate, although our community has had some successes. The following were among the specific research challenges identified for cost models.

- How can we design cost models without extensive studies sweeping many sets of parameters? Which parameters can be fixed or are not relevant?
- Can machine learning be used to solve this problem?
- What are the unique challenges specific to visualization?
- How accurate do the cost models need to be? How tolerant can they be of inaccuracies?

Solving this problem will enable more efficient use of resources. If a cost model reveals that tasks can be completed in under the time budget, then the time can be returned to the simulation or more visualization tasks can be performed.

CONVERGENCE OF HPC AND BIG DATA

Developments happening outside visualization, high-performance computing (HPC), and computational science communities appear likely to affect each of these three fields. In particular, Big Data processing models produce ideas and implementations that may inform solutions to our research challenges. Similarly, recent machine learning/deep learning developments are poised to alter approaches in many fields, with the potential to benefit in situ visualization as well. Further, these activities impact hardware designs, and their components may well appear on supercomputers in the near future. The overarching challenge, then, is how to leverage the breakthroughs from these fields to our own.

The following were among the specific research challenges identified for the convergence of HPC and Big Data.

- How can machine learning be used to enable in situ data reduction or to optimize in situ workflows?
- How can the knowledge extracted from Big Data and/or machine learning help improve in situ visualization approaches?
- What elements of programming environments for Big Data (which are accessible to new programmers) can be incorporated for in situ frameworks?

Overall, the benefit of embracing Big Data/machine learning would be the harnessing of industry resources to do tasks more quickly and effectively than we could do otherwise.

SOFTWARE COMPLEXITY, HETEROGENEITY, AND USER-FACING ISSUES

This research challenge focuses on making in situ visualization software accessible and usable to a large number of stakeholders. At the workshop, it was identified that there were three cross-cutting problems that fuel this challenge. The first is software complexity, i.e., in situ software is complex and hard to use and also exists in a difficult context—linking two complex software packages, each with their own constraints, data models, parallelization strategies, etc. The second is heterogeneity, i.e., heterogeneity limits adoption due to a cross product of options in hardware architecture, software tools, and usage. The third is user-facing issues, i.e., users are reluctant to adopt new technologies and in particular in situ, because it creates additional dependencies for their code, the dependent software they invest may have an uncertain lifetime, they inherit reliability issues from the software they adopt, etc. The following were among the specific research challenges identified for increasing in situ adoption.

- How can we minimize our intrusion into the simulation code?
- How can we deal with diverse hardware (i.e., performance portability) and software? That said, it was noted that the VTK-m project is addressing part of the hardware heterogeneity problem, although it does not support deep memory hierarchies, networks, etc.
PRACTICAL ISSUES FACING IN SITU

The workshop participants felt that some challenges were worthy of documentation, even though they were not research challenges per se. The challenges were discussed in two panel sessions: “software engineering and deployment” and “programming and funding issues/interdisciplinary/pipeline.” In all cases, there was a recognition that the problems discussed were not unique to in situ visualization, but it was also recognized that in situ visualization exacerbates these problems.

For the first panel, the primary theme was on the differences in priorities between in situ tools researchers/developers and their target user community, specifically for the following topics.

- Requirements, in that scientists and engineers, prefer specialized tools, tailored to their environment, while in situ tool developers prefer general-purpose solutions that can be deployed in many simulation codes.
- Adoption, with respect to multiple issues: effective communication between communities, committing to software with an uncertain lifetime, and simulation codes increasing their dependencies on external software packages.
- Accessibility, in particular, the tension between commercial software and open source.

For the second panel, a major focus was on the significant investment needed to develop in situ tools, and that acquiring funding for this investment can be difficult. An important aspect of this conversation was the role of industry collaboration and the unclear division of labor between research and production.

CONCLUSION

This article follows 10 years after an article by Kwan-Liu Ma, also on the challenges for in situ visualization. Comparing the predecessor article and the Dagstuhl Seminar shows the progress we have made over the last decade, as well as the areas where little has changed. The previous article asked several questions that are still highly relevant today: What are the optimal configurations for simulation and visualization to share the hardware? How should we reduce data and yet maintain its integrity? What are the best ways to exchange data between simulation and visualization codes? How do we run algorithms efficiently in parallel? Happily, some of the questions raised in Kwan-Liu’s article have been answered in the last decade: Will simulation scientists accept part of their allocation being used for visualization? (Yes.) Can existing commercial and open-source visualization software tools be extended to support in situ? (In most cases, serious adaptation was needed, but that work has happened or is in progress.) Finally, some new questions have emerged: How to deal with new use cases and new types of data (experimental, ensembles, etc.)? How to incorporate workflow methodology? How to deal with the new architectural features on modern supercomputers? How can we use cost models to achieve efficiency? And how can we ride the wave of activity in Big Data and machine learning? As in situ processing is still in a nascent phase, it would not surprise the authors to have another article 10 years from now that has a similar breakdown, with some current problems well addressed, others unsolved, and new, unforeseen problems emerging.
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