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The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics ranging from software design and computer graphics to Internet computing and security, from scientific applications and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

**Computer**

**CUF-Links: Continuous and Ubiquitous FAIRness Linkages for Reproducible Research**

The ability to share data is critical to reproducible research, yet data sharing is often limited because issues of findability, accessibility, interoperability, and reusability—the FAIR principles—are not integrated into every step of the scientific process. Read more in this article from the August 2022 issue of *Computer*.

**Information-Theoretic Exploration of Multivariate Time-Varying Image Databases**

Modern scientific simulations produce very large datasets, making interactive exploration of such data computationally prohibitive. An increasingly common data reduction technique is to store visualizations and other data extracts in a database. The Cinema project is one such approach, storing visualizations in an image database for post hoc exploration and interactive image-based analysis. This article from the May/June 2022 issue of *Computing in Science & Engineering* focuses on developing efficient algorithms that can quantify various types of multivariate dependencies existing within multivariable datasets. It applies specific mutual information measures for the quantification of salient regions from multivariate image data.

**What/Whom is the Brazilian University for? The Case of the Computing Projects Laboratory**

This article from the July–September 2022 issue of *IEEE Annals of the History of Computing* discusses the social function of Brazilian universities from the standpoint of the history of computing in Brazil, revisiting the dissolution of the Computing Projects Laboratory (LPC), a lab of the Pontifical Catholic University of Rio de Janeiro (PUC-RJ). LPC was responsible in the mid-1970s for the pioneering development of the G-10 minicomputer basic software, a machine designed and developed in Brazil in the context of the so-called “Market Reserve” policy, which aimed at developing local computer production. The authors highlight the narratives that position the source of the LPC crisis in the tensions between a supposed division of “pure science” versus “applied science.”

**News Globe: Visualization of Geolocalized News Articles**

When exploring articles on online news portals, navigation is mostly limited to the most recent ones. The spatial context and the history of topics are not immediately accessible. To support readers in the exploration or research of articles in large datasets, the authors of this article from the July/August 2022 issue of *IEEE Computer Graphics and Applications* developed an interactive 3D globe visualization. They worked with datasets from multiple online news portals containing up to 45,000 articles. Using agglomerative hierarchical clustering, they represent the referenced locations of news articles on a globe with different levels of detail.
**Intelligent Systems**

**Maximizing Fairness in Deep Neural Networks via Mode Connectivity**

With frequent reports of biased outcomes of AI systems, fairness rightfully becomes an active area of current ML research. However, while progress has been made on theoretical analysis and formulation of fairness as constraints on error probabilities, our ability to design and train modern deep learning models that reach the targeted fairness goals in practice is still limited. In this *IEEE Intelligent Systems* May/June 2022 article, the authors focus on an interesting yet common fairness setting, where multiple samples are collected from each individual, and the goal is to maximally reduce performance disparity among individuals while maintaining overall model performance.

**Internet Computing**

**A Vision for Leveraging the Concept of Digital Twins to Support the Provision of Personalized Cancer Care**

Exploring the opportunity for applying digital twins in the healthcare context is an emerging research area that has the potential to support more personalized care. A recognized aspect in cancer care is the need for more personalized treatment planning to complement the recent advances in precision medicine. In this article from *IEEE Internet Computing*’s September/October 2022 issue, the authors present a classification of digital twins into Grey Box, Surrogate, and Black Box models using systems and mathematical modeling theory. They then explore one possible approach: a Black Box classification for incorporating the use of digital twins in the context of personalized uterine cancer care.

**Micro**

**Performance Left on the Table: An Evaluation of Compiler Autovectorization for RISC-V**

Next-generation length-agnostic vector instruction set architecture (ISA) designs, the RISC-V vector extension, and ARM’s scalable vector extension enable software portability across hardware implementations with different vector engines. While traditional, fixed-length single-instruction–multiple-data ISA instructions, such as Intel AVX and ARM Neon, enjoy mature compiler support for automatic vectorization, compiler support is still emerging for these length-agnostic ISAs. This September/October 2022 *IEEE Micro* article studies the compiler shortcomings that constitute the gap in autovectorization capabilities between length-agnostic and fixed-length architectures. The authors examine LLVM’s support for both the RISC-V vector extension and traditional vector ISAs.

**MultiMedia**

**Privacy-Preserving Image Classification Using an Isotropic Network**

In this article from *IEEE MultiMedia*’s April–June 2022 issue, the authors propose a privacy-preserving image classification method that uses encrypted images and an isotropic network, such as the vision transformer. The proposed method allows us not only to apply images without visual information to deep neural networks for both training and testing, but also to maintain a high classification accuracy. In addition, compressible encrypted images, called encryption-then-compression (EtC) images, can be used for both training and testing without any adaptation network. Previously, to classify EtC images, an adaptation network was required before a classification network, so methods with an adaptation network have only been tested on small images.
Breaking Age Barriers With Automatic Voice-Based Depression Detection

Most existing voice-based depression datasets comprise speakers younger than 60, and variations in speech due to age and depression are not well understood. In this article from IEEE Pervasive Computing's April–June 2022 issue, which uses Patient Health Questionnaires for depression severity ground-truth, automatic depression detection is explored using acoustic-based prosodic, spectral, landmark, and voice quality features derived from smartphone recordings from 152 speakers in four age ranges. An age-dependent modeling paradigm for voice-based depression detection is proposed and evaluated. Results show that age-dependent models improve voice-based automatic depression classification accuracy with up to 10% absolute gains when compared with an age-agnostic model.

Data Privacy and Trustworthy Machine Learning

The privacy risks of machine learning models are a major concern when training them on sensitive and personal data. The authors of this IEEE Security & Privacy article from the September/October 2022 issue discuss the trade-offs between data privacy and the remaining goals of trustworthy machine learning (fairness, robustness, and explainability).

The Advantages of Maintaining a Multitask, Project-Specific Bot: An Experience Report

Bots are becoming a popular method for automating everyday tasks in many software projects, thanks to the availability of many off-the-shelf task-specific bots that teams can quickly adopt. The authors of this article from the September/October 2022 issue of IEEE Software argue that an alternative approach deserving more attention is to develop a multitask project-specific bot, because it strikes a good balance between productivity and adaptability.

SAME: The Design Space for Seamless Automotive Multimodal Experience

Multimodal user interfaces for automotive applications, such as voice, gesture, and head-up displays, have significantly enriched the user experience. From a brief literature review, the authors of this May/June 2022 IT Professional article discuss the concept of seamlessness in autonomous vehicles and propose a new design space of multimodal user interfaces within the upgrade of driving automated systems and human multitasking across devices.
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Editor’s Note

Can We Trust Machine Learning?

We entrust machine learning (ML) with decisions that have significant impacts in our society. But are we certain that ML systems are behaving responsibly? Can we trust ML techniques to be secure and to deliver explainable and fair results? This January 2023 issue of ComputingEdge explores various aspects of ML trustworthiness in real-world applications.

“Trustworthy Machine Learning,” from IEEE Intelligent Systems, describes a four-layer architecture to support scalable trustworthy ML. In IEEE Internet Computing’s “Sustainable and Trustworthy Edge Machine Learning,” the author proposes approaches for overcoming the hyper-heterogeneity and high failure rate of Internet of Things sensors to achieve trustworthy edge ML.

Quality matters in all types of software, and developers need strategies for designing high-quality programs. The authors of “Nudging Software Developers Toward Secure Code,” from IEEE Security & Privacy, identify bad habits like reusing code from the Internet and suggest ways to change behavioral patterns. IEEE Software’s “Decision-Making Principles for Better Software Design Decisions” presents a systematic approach to decision-making that emphasizes facts, contexts, risks, constraints, and priorities.

Next, two articles from Computer discuss current issues in autonomous vehicles. In “The Importance of Interoperability in Functional Safety Standards,” the authors argue that recent standardization activities for automated vehicles are creating information-exchange challenges. They summarize two new standards that focus on interoperability. “Pushing the Limits of Autonomy for Enabling the Next Generation of Space Robotics Exploration Missions” predicts a paradigm shift from fragile, remote-operated missions to fully autonomous and resilient robotic systems.

Finally, this ComputingEdge issue features two articles on education. IEEE Computer Graphics and Applications’ “A Recipe of Capabilities for Pursuing Expertise in Data Visualization: A Practitioner’s Perspective” details the skills needed for competence in data visualization. “Building a Culture of Computing in the Sciences Using Images as Data Within a Community of Practice,” from Computing in Science & Engineering, showcases a program to improve the computational skills of college students majoring in biology or chemistry.
Machine learning (ML) techniques have numerous applications in many fields, including healthcare, medicine, finance, marketing, and cyber security. For example, ML techniques are being applied to determine whether to give a loan to a customer or whether the computing system has been attacked. However, the ML techniques themselves may be subject to attacks and may discriminate when determining who should get the loan. Therefore, the ML techniques have to be secure, ensure privacy of the individuals, incorporate fairness and be accurate. Such collection of ML techniques has come to be known as trustworthy machine learning (trustworthy ML). This article describes an architecture to support scalable trustworthy ML and describes the features that have to be incorporated into the ML techniques to ensure that they are trustworthy.

The collection, storage, manipulation, analysis, and retention of massive amounts of data have resulted in new technologies including the development of novel machine learning (ML) techniques. It is now possible to analyze massive amounts of data and extract useful nuggets with ML. Therefore, ML techniques are being applied to analyze the massive amounts of data in every field such as healthcare, finance, retail, manufacturing, marketing, and security. However, the collection and manipulation of this data has also resulted in serious security and privacy considerations. Various regulations are being proposed to handle big data so that the privacy of the individuals is not violated via ML. Furthermore, the massive amounts of data being stored and the associated ML techniques to analyze the data may also be vulnerable to cyber-attacks.

ML techniques are being integrated to solve many of the security challenges. For example, ML techniques are being applied to solve security problems such as malware analysis and insider threat detection. However, there is also a major concern that the ML techniques themselves could be attacked. Therefore, the ML techniques are being adapted to handle adversarial attacks. This area is known as adversarial ML. In addition, privacy of the individuals may also be violated through these ML techniques as it is now possible to gather and analyze vast amounts of data and extract sensitive information about the individuals. Therefore, privacy-enhanced ML techniques are being developed to ensure the privacy of individuals and at the same time extract useful results from the data.

The integration of ML and cyber security has many dimensions. In addition to applying ML for cyber security problems, as well as detecting and preventing the attacks to the ML techniques and ensuring the privacy of individuals, there are also other aspects: 1) the ML techniques are being applied for detecting fake news as well as handling cyber bullying; 2) the ML techniques themselves have to be fair and not biased; 3) the ML techniques have to be fault tolerant; 4) the ML techniques have to ensure the integrity of the data. The ML techniques that provide the above features have come to be known as trustworthy ML. Ensuring that the ML techniques possess all of the features such as fairness, privacy, security, integrity, and fault tolerance is a huge challenge. What may be desirable is for them to be adaptive depending on the applications. That is, for some applications, the ML techniques may have to ensure privacy (e.g., healthcare) while for some other applications they have to be fair (e.g., approving bank loans). As we make more progress with the research and development of the ML tools, one can expect to develop ML techniques that are secure, private, accurate, fair, and fault tolerant.

Trustworthy ML has several applications including in the Internet of Things and Social Media. First, with the advent of the web, computing systems are now being used in every aspect of our lives from mobile phones to smart homes to autonomous vehicles. It is now possible to collect, store, manage, and analyze vast amounts of sensor data emanating from numerous devices and sensors including from various transportation systems. Such
Architecture to support trustworthy ML

Figure 1 illustrates a four-layer architecture to support trustworthy ML. The bottom layer is the infrastructure layer based on high-performance computing technologies. One such technology is the cloud. The cloud provides virtualization as well as the storage (e.g., the Hadoop/MapReduce framework) The other layers are essentially hosted on the cloud. The data layer provides the data management services for applications that include ML. Since the amount of data needed by the applications such as social media and the Internet of Things may be massive, we assume that this data layer is essentially the big data layer. This layer may utilize systems such as Hive, HBase, and Cassandra to manage the data. This data layer interfaces to the infrastructure layer and is processed by saying the Hadoop/MapReduce framework.

The ML layer is the layer that carries out both learning and analytics. This layer may include several ML technologies that utilize support vector machines, decision trees, and neural networks. This layer interacts with the Big Data layer to extract the data needed for the learning process. More sophisticated learning algorithms such as deep learning may also be utilized at this layer. The highest layer is the applications layer that requires the results from ML to carry out various tasks. For example, with respect to social media applications,
ML algorithms may provide the analytics capabilities such as determining the leader of a group or the preferences of a customer. One important application of ML for social media is fake news detection. Here, the algorithms are trained with fake news and then tested with different pieces of news articles to determine whether the news is fake or not. The other applications include Internet of Things (e.g., Internet of Transportation) that give advice to the drivers regarding the best tours to take. Cyber security is also an application for ML. For example, the cyber security data could be analyzed by the ML algorithms to determine when and where the attacks occurred and to predict future attacks.

What makes this architecture trustworthy are the features that augment each layer. For example, features such as security, private, and integrity cut across all the layers. That is, security at the infrastructure layer would provide security for the Hadoop/MapReduce framework. Security at the big data layer would provide secure features such as access control for big data systems such as HBase. Security at the ML layer would ensure that the attacks to the ML algorithms are detected. Finally, security at the applications layer would provide fine-grained access control for social media systems. Also, additional features may be unique to a particular layer. That is, at the ML layer, additional features such as fairness could be included. The various concepts in trustworthy ML such as security, privacy, integrity, and fairness will be discussed in the “Concepts in Trustworthy ML” section.

**CONCEPTS IN TRUSTWORTHY ML**

For ML techniques to be trustworthy they must be secure, ensure privacy, provide fairness, and have high integrity among others. We will examine each of these features.

Security: First, the ML techniques must only access the data they are authorized to do so to carry out the tasks (e.g., learning). Numerous types of access control techniques have been proposed in the literature for various types of data management systems. While ML has been explored to develop access control policies, controlling access to the data by the ML systems has not received much attention. However, the areas of adversarial ML have been studied extensively. The ML techniques are prone to cyber-attacks. The adversary tries to learn as much as possible about the data we use to train the ML models as well as the ML models we have developed. Therefore, we have to learn the behavior of the adversary and develop appropriate solutions such as adversarial support vector machines. Another proposed approach to detect cyber-attacks is to test the ML techniques thoroughly and in many situations be able to apply formal verification techniques. Appropriate formal specifications, verification, and testing are being investigated to ensure that the ML software does not contain malicious code. Some novel approaches being examined for specifying, verifying, and testing ML techniques are discussed in the Verified AI project, led by Sanit Seshia at University of California, Berkeley. The Verified AI project also describes formal specifications of deep neural networks and they include identifying properties of interest for ML models and systems and specifying these properties in appropriate formal languages.

**Privacy:** Privacy-preserving (also referred to as privacy-aware) ML (PPML) has been studied for the past 20 years. ML algorithms learn from the data, build the models and make predictions. These predictions could be highly sensitive or private. Furthermore, the data used for learning may be sensitive. Therefore, the goal of PPML techniques is to ensure privacy while at the same time make accurate predictions. There are trade-offs between privacy and accuracy. Therefore, the amount of privacy that is desired often depends on the user/applications. For some applications, one may need, say, 70% privacy and 30% accuracy while for some others one may need 30% privacy and 70% accuracy. So the question is, how do you make an ML technique such as decision trees a PPML technique? The idea is to incorporate privacy metrics at various stages of the learning process. For example, when the ML algorithm is learning from the data, the data may be perturbed (or randomized) depending on the privacy metric so that sensitive values are not divulged. Similarly, the privacy metrics may even applied to the model development processes. Finally, the privacy metric may be incorporated into the prediction process so that predictions are made in a privacy-sensitive manner. It is however important to define the variables that have to be protected such as personally identifiable information.

**Fairness:** Fairness/bias in ML is becoming a critical consideration. ML techniques are being used to determine who to give bank loans to, who to admit to college, and how to ration healthcare. The outcome of the ML techniques could enable a physician to make life or death decision and also affect the advancement of human beings. Therefore, the ML techniques must be fair and unbiased. It is important that the ML techniques do not discriminate against various individuals based on, say, gender or race. An excellent discussion of fairness in ML is provided by Caton and Haas. The authors state that fairness is with respect to some variable such as gender, race, religion, and age. The challenge is that often there is no legal definition of sensitive variables. Therefore, the application needs to determine what the fairness variables are. Fairness can be addressed at different stages. One is at the data level, where the data may be biased.
Therefore a fairness metric is incorporated into the data processing stage. The second stage is at the model development level. Here again, one needs to understand how the ML model is developed and incorporate a fairness metric. The third stage is postprocessing where a fairness metric is incorporated when predictions are made after the model is developed. In some ways, fairness is treated in a manner similar to privacy. While fairness is a critical consideration, it is also an extremely challenging problem to solve. There are many research efforts now on this topic and we believe that tremendous progress will be made in the near future.

Integrity: The final feature we discuss is integrity. Integrity means many things from the accuracy of the data to the integrity of the process to the correctness to the algorithms. Accuracy of the data, and in this case the training data, may be tainted through malicious corruption due to faults. This means we need to determine the provenance of the data. Where did the data come from? Who modified the data? Integrity is also critical during the model development process. If the model is incorrect then even the most accurate data would not matter. The accuracy of the model depends on the features extracted. This is one of the most critical tasks in ML. Which features and how many features do we extract? Too few features or too many features may not give an accurate model. Therefore, experience in ML model development is necessary to extract the correct number of features. Another challenge is to ensure that the ML software meets the specification. As in the discussion for security, formal methods may be used to ensure that the ML software is correct. Another aspect to consider is what happens if the ML algorithms fail due to faulty software? The literature in fault tolerant and dependable computing needs to be examined to handle fault tolerance for ML techniques. Finally, is it possible to develop real-time ML algorithms? More recent work on ensemble-based ML models for classifying big data streams provides some insights into the problem.

DIRECTIONS

The challenge we are faced with is how do you integrate all of these features to provide ML techniques that are truly trustworthy? It is hard enough to develop ML techniques that are privacy-preserving or fair. The question is, how do you handle both? Even worse what happens if the ML techniques are attacked? Finally, how can we ensure that the training data is accurate. One solution is to incorporate quality of service into the trustworthy ML algorithms. That is, for certain applications privacy may be more important while for other applications (e.g., healthcare), we may need to focus on fairness (e.g., finance). There are some complex problems that researchers and developers have to focus on if we are to develop ML techniques that incorporate many of the features we have discussed in this section.

Another challenge is to develop the architecture we have illustrated in Figure 1. That is, how do we integrate the cloud with big data management to support trustworthy ML? Furthermore, how can the trustworthy ML algorithms solve problems such as analyzing IoT data and detecting fake news in social media? Lot of research has been carried out on using the cloud to carry out analytics including for cyber security problems such as malware analysis and insider threat detection. It is critical that the cloud, the big data management, and the ML techniques used to carry out analytics are secure. We believe that we need secure infrastructure, data managers, and ML systems to solve some of the challenging problems in various applications we are faced with today. An excellent resource on trustworthy ML can be found in https://www.trustworthyml.org/.
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Sustainable and Trustworthy Edge Machine Learning

Ivona Brandic, Vienna University of Technology, 1040 Vienna, Austria

Nowadays, our world is driven by complex, large scale, yet tactile information systems requiring various degrees of trustworthiness. Trustworthiness of the systems always comes with costs. The traditional and rather costly way to understand the behavior of large scale systems is to develop powerful mathematical abstractions that allow us to condense these behaviors and to reason about them at a very abstract level. In our FWF funded project Rucon, we introduce an orthogonal, data driven, and probabilistic concept to model and reason uncertainty of the systems. In Rucon, deliberated system failures are tolerated due to the benefits of the costs and sustainability. Rucon’s approach targets large scale near real-time systems like live video analytics, streaming, vehicular applications, and smart city information systems.

The ongoing digital transformation is disruptively changing all aspects of our lives. The sectors immediately affected and revolutionized by the IoT are healthcare (smart medical devices), manufacturing (smart factories), energy (smart power grids) as well as urban development and transportation (smart buildings, cities and vehicles). One of the direct impacts of the increased digitalization is the nearly exponential increase of energy demand to process and store data. Already, data centers represent an estimated 1% of global electricity demand. One of the most worrying models predicts that electricity use by ICT could exceed 20% of the global total by the time a child born today reaches her teens.9

To meet the demands of the ongoing digitization efforts, a new generation of information systems is emerging with latencies less than 100 ms or even less than 10 ms what is called nowadays “tactile internet,” addressing upcoming data driven business applications like virtual reality, telemedicine, smart cities, or self-driving cars. The trend in transforming traditional backend applications to “tactile internet” applications is also affecting the High Performance Computing (HPC) area. In the area of HPC, we have the concept of ”Extreme Data” that follows the “Big Data” problem, by addressing massive amounts of information that must be processed and analyzed in near-real time through the utilization of Exascale systems. In the past decade, Cloud Data Centers and Supercomputers have been envisioned as the essential computing architectures for enabling the next generation of extreme data applications. However, in recent years we experienced the rise of near-real time extreme data systems. These applications process complex data intensive workflows with strict latency requirements. An example of an extreme data application is the early earthquake alert based on the analysis of thousands of sensors from smart phones.7 In both cases (commercial and HPC computing), we evidence the paradigm shift not only to “tactile internet” but also in the type of emerging applications, where traditional simulation and optimization applications are replaced or enhanced with data intensive machine learning (ML) applications.

When considering such huge, complex, and geographically distributed systems, it is not intuitively clear where the most common performance bottlenecks are, or which parts of the systems are the most inefficient in terms of the energy consumption. In case of the tactile internet, both the hardware and the application can contribute equally to the inefficiency and high failure rates.
DATA INTENSIVE APPLICATIONS

Data intensive applications in the context of tactile internet differ fundamentally from traditional ML applications trained and executed in centralized and highly controlled environments like Cloud Data Centers.\(^4\) Many geographically distributed ML applications, e.g., Apple Siri are entirely based on cloud computing. Such applications do not function if the network is unavailable. Also many of the existing intelligent applications generally adopt centralized data management, where users upload their data to a central cloud based data center. However, with the ever increasing volumes of data, which has been generated and collected by billions of mobile users and IoT devices it is estimated that Internet traffic is reaching 235.7 Exabytes per month in 2021, up from 73.1 Exabytes per month in 2016.\(^2\)

HYPERHETEROGENEOUS HARDWARE

Hardware architectures and networks utilized for IoT systems and tactile internet differ radically from all other well known systems. Since IoT devices (e.g., sensors) are rather tiny and not capable of running complex computation, more powerful nodes in the vicinity of IoT devices are necessary to process and store data and ensure low latency; this is called “the Edge.” The concept, when the local version of the ML model is deployed at the Edge, is called Edge Machine Learning (EML).\(^1,10,11\) An important application area for EML is (near) real-time object detection, as it is currently often impossible to run the video inference without GPU on board.\(^5\) Another application area is to enhance 5G with computational facilities.\(^6\) The resource landscape is becoming more and more heterogeneous with Edge nodes that can significantly vary in their shape, size, and computational power, resulting in the so-called hyperheterogeneity. Edge nodes might range from the so-called $\mu$-Data Centers\(^8\) consisting of several servers to simple Raspberry Pis. Network connections might vary as well ranging from wifi to LTE or 4G.

CHALLENGES IN TERMS OF SUSTAINABILITY AND TRUSTWORTHINESS

Hyper heterogeneity and geographical distribution of Edge systems make it difficult to manage the competing priorities like sustainability and trustworthiness. Even worse, a high degree of geographical distribution very often results in intermittent connectivity that prevents us from utilizing well-known sustainability and trustworthiness concepts from Cloud Computing or other types of distributed systems. A typical concept to achieve sustainable systems in Clouds is to shut down virtual machines (VMs) in case of low workload. Edge systems very often rely on event driven microservices that do not allow management of resources at the granularity level of VMs. A similar example for the lack of trustworthiness is the requested availability of Edge systems. In Cloud systems, we can achieve high availability by using sophisticated backend scheduling and load balancing algorithms. Sophisticated scheduling and load balancing are difficult at the Edge due to resource scarcity.

In our FWF Rucon (Runtime Control on Multi-Clouds) project,\(^a\) we developed in the last five years the fundamentals for sustainable and trustworthy Edge Machine Learning systems with two major goals:

1) **ML for the Edge:** The first goal is to develop ML based methods for the sustainable and trustworthy operation of Edge nodes, regardless of the applications being executed at the particular Edge node.

2) **ML at the Edge:** The second goal of the Rucon project is to develop methods for the sustainable and trustworthy execution of geographically distributed ML applications (e.g., streaming apps).

In order to make decisions on the huge amounts of data in a relatively short time frame, the whole Rucon architecture was developed in a probabilistic manner capable of dealing with hyper heterogeneity, geographical distribution, intermittent connectivity, and low availability of the nodes. The centerpiece of the Rucon architecture are as follows:

- The novel method for the fault tolerance and trustworthiness based on the Dynamic Bayesian Networks (addressing ML for the Edge).
- A sustainable model management approach based on the Reinforcement Learning (RL) for geographically distributed ML (addressing ML at the Edge).
- A sustainable and trustworthy method for data quality management for failure prone IoT devices (addressing both ML at the Edge and ML for the Edge).

TRUSTWORTHINESS IN RUCON: FAULT TOLERANCE

Edge computing is prone to failures as it trades reliability against other QoS properties such as low latency and geographical prevalence. Failures on the Edge happen much more often than in other large scale systems.

\(^a\)http://rucon.ec.tuwien.ac.at
due to geographical dispersion, ad hoc deployment, and rudimentary support systems (e.g., lack of diesel generators to compensate for power outages). Software services that run on Edge infrastructures must rely on failure resilience techniques for uninterrupted delivery. Due to the lack of other support systems, this has to happen at the software layer. Edge nodes are usually deployed in urban areas with space restriction and using low cost devices like well known Raspberry Pis. Figure 1(a)–(c) depicts such a real-life system installed to collect traces and data samples for our experimental smart traffic light system.\footnote{http://intrasafe.de.tuwien.ac.at}

We developed an app that visualizes objects on the smartphone that appear in vehicles’ dead corners, thus preventing severe accidents. To detect objects [Figure 1 (a)], we used cameras inside a traffic light [Figure 1(b)], together with a Raspberry Pi equipped with convolutional networks for object detection. Once an object is detected in the dead corner, the message is broadcast to all vehicles of interest while the detected objects are visualized on the app as shown in Figure 1(c).\footnote{http://intrasafe.de.tuwien.ac.at} As can be seen on the pictures, we used low cost devices suitable for mass rollout in smart cities. However, these devices can easily fail and require sophisticated failure tolerance mechanisms. A well-known approach to counteract low availability is the utilization of geographically distributed replicas for the deployed services. In case of the failure of a service, the workload is redistributed to the standby replica. Standby replicas, however, should not fail concurrently.

In Rucon, we developed a novel fault-tolerance mechanism for the redundant service deployment that minimizes the cost (e.g., in terms of the number of redundant services) while preventing joint failures of the replicas. Spatiotemporal dependencies of failures appear very frequently in Edge systems. Reasons might be a network failure affecting multiple servers in the same physical/virtual network or a power outage affecting multiple servers in the same grid or multiple servers deployed in hostile locations failing due to environmental interference. Neglected spatiotemporal dependencies can lead to the so-called cascading failures, and in general to catastrophic effects for the overall reliability of systems. In Rucon, we detect spatiotemporal failure dependencies among Edge servers to improve the failure resilience of services with minimum possible redundancy by applying the dynamic Bayesian networks (DBNs). In this architecture, dependence learning occurs in a resource-rich environment such as the cloud based on the received past failure traces of the system. Trained DBNs are then used to perform the inference about the joint failure probability of the random servers.\footnote{http://intrasafe.de.tuwien.ac.at}

In our approach, we learn the spatiotemporal dependencies between Edge server failures and combine them with the topological information to incorporate link failures. Eventually, we infer the probability that a certain set of servers fails or disconnects concurrently during service runtime. Our experimental results show that after eliminating the noise and by analyzing randomly large scale failure traces of Edge datasets of various applications (e.g., Skype supernodes), there is a significant amount of spatiotemporal failures. We developed multiple dependence- and topology-aware deployment algorithms that minimize either failure probability or redundancy cost. Experimental results show that we can reduce the service downtime by several orders of magnitude compared to the baseline while preserving the requested latency. The utilization of the deployment

\begin{figure}[h]
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\caption{(a) Object detection. (b) Traffic light with the camera and Raspberry Pi. (c) App with the alert about the object in the dead corner.}
\end{figure}
algorithms that consider the joint failure probability can further decrease the redundancy loss up to 50% compared to the baseline. We consider our spatiotemporal failure dependence approach as the first step toward trustworthy edge machine learning.

**SUSTAINABILITY IN RUCON: MODEL DISTRIBUTION FOR EDGE MACHINE LEARNING**

In a distributed setting, ML models are usually trained in a large scale data center. Afterward (a reduced) version of the model is distributed to the Edge to perform inference in the vicinity of the end users and thus achieve low latency. When deploying ML models over geographically distributed Edge nodes several problems arise, in particular in nonstationary environments when the data distribution changes. Due to environmental changes models that have been learned, trained, and distributed to Edge nodes might become inaccurate and in the worst case no longer valid. In traditional data centers, nonstationarity is solved using so called online learning, where models are trained in batches as new data arrives. Applying online learning in a geographically distributed setting bears several problems in terms of sustainability, where distributed ML models can be independently trained and periodically synchronized through a centralized parameter server. Too frequent updates would result in a heavy message exchange and could lead to bandwidth problems and eventually bad sustainability of the whole system. Less frequent model updates can result in poor performance of the ML models at the Edge.

This dilemma might occur in many geographically distributed streaming applications, which are very common in the area of the “tactile internet.” One such example is the e-vehicle application managing recharging intervals of electrical cars. Changing environmental conditions (wind, sun, water, etc.) cause volatile availability of the electricity, which has to be matched with user requests for short queuing intervals at the charging stations. In this setup, cars communicate with roadside units (RSU) to be updated about the current situation at the charging stations, i.e., to receive the freshest version of the ML model. On the other hand, RSUs are used to collect data from the cars to accurately predict the needs of car fleets on the road.

With our staleness control mechanism proposed in Rucon, we tackle the concept drift issues in Edge data analytics to minimize its accuracy loss of the distributed ML without losing its timeliness benefits. We propose an efficient model synchronization mechanism for distributed and stateful data analytics. Our RL-based algorithm learns over time the connectivity patterns of the cars and the most suitable intervals for the distribution of newly collected data in the form of model updates at the RSU. The data are distributed from the car to the RSU on one hand, and also from the parameter server to the RSU in the form of the updated models. Since we use online RL, the algorithm has a low computational overhead, automatically adapts to changes, and does not require additional data monitoring contributing to the sustainability of Edge Machine Learning. Our thorough evaluation shows that we are able to save up to 90% of the updates while having the same quality of the model compared to the fully synchronous oracle approach. Reduced number of model updates directly increases the energy efficiency of the geographically distributed ML applications.

**SUSTAINABILITY AND TRUSTWORTHINESS IN RUCON: DATA QUALITY MANAGEMENT**

Edge computing is usually utilized to collect and process data from the sensors and other IoT devices that have a very high failure rate. Missing or invalid data may appear very often on the IoT systems due to monitoring system failures, data packet loss, or sensor aging. Consequently, near-real-time decisions are often based on limited and incomplete data. Low data quality might significantly impact accuracy of the decision-making processes on a large scale, e.g., in large scale cloud data centers that use collected, aggregated, and processed IoT data.

Rucon’s approach to counteract the low data quality is a generic mechanism for recovery of multiple gaps in incomplete datasets, using multiple recovery techniques. To ensure outliers removal, detection, and forecasting of each gap, we use different techniques addressing different dataset characteristics. The autoregressive integrated moving average (ARIMA) method can be used, if data contain stationary characteristics, such as trend stationarity. The Exponential Smoothing method (ETS) can be used for short-term seasonal series or with multiple complex seasonality. Another feature of Rucon is a sustainable Edge data management that achieves a tradeoff between the amount of data stored at the Edge and high accuracy for predictive analytics. Our data quality approach facilitates adaptive storage management mechanisms for reducing the amount of data stored at the Edge, keeping only the data necessary for predictive analytics. We utilize data clustering techniques where we detect stable accuracy clusters. Those clusters can be used as a border between relevant and irrelevant data for the accurate near-real time analytics. Once identified, irrelevant data can be released and thus data storage is optimized on the resource scarce Edge nodes. Data quality management addresses both, sustainability of the Edge storage but also trustworthiness of processed data.
DISCUSSION AND OUTLOOK

In Rucon, we have developed the first fundamental approaches for achieving sustainable and trustworthy Edge Machine Learning focusing on the current challenges like hyper heterogeneity and high failure rate of IoT sensors. However, the demand for the sustainable and trustworthy Edge systems will significantly increase in the future as discussed next.

Arbitrary resources. Nowadays, we usually have dedicated Edge nodes, for example, installed at road side units or in combination with 5G antennas. Usually, 5G antennas are equipped with additional servers to process the workload on demand in the vicinity of the end users. For moving objects like drones and scooters, it is even harder to facilitate efficient resource usage as they have intermittent connectivity and very frequent handovers between the Edge nodes. Building stationary Edge nodes, where drones fly every now and then, is highly inefficient. The future challenge is to develop sustainable and trustworthy Edge systems even in case of arbitrary and/or opportunistic computing. In both cases, the idea is to incentivize people to share their resources if there is a high demand for them. The computation could be dynamically offloaded and dynamically migrated on already existing but idle systems (e.g., idle laptop, idle server) in a secure way, if the required middleware for the management and charging of such systems is installed. This paradigm will only succeed, if the resources are trustworthy. On the other hand, arbitrary and/or opportunistic computing is the basic concept of the sharing economy and can create many other benefits in terms of sustainability in the long run.
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Nudging Software Developers Toward Secure Code
Felix Fischer and Jens Grossklags, Technical University of Munich

The prevalence of insecure code is one of the main challenges security experts are trying to solve. We study behavioral patterns among developers which largely contribute to insecure software—googling and reusing code from the Web—and apply nudge theory to harness these behaviors and help developers write more secure code.

Programming is not only a highly difficult task; today it has become utterly complex. There is a vast and quickly growing amount of languages and application programming interfaces. Developers need to be flexible and willing to learn how to apply them in a very short time, and, to deal with this sometimes overwhelming task, they search online for help. Very often they find ready-to-use code examples or open source software that solves the problem at hand. The reuse of these resources provides a very efficient and effective way out. However, it becomes problematic if very popular resources provide solutions that are flawed security wise. Many solutions end up in production software used by billions of people. Some introduce critical vulnerabilities that can be exploited by attackers, for instance, to steal credentials or credit card data or to compromise a device.

We believe that we cannot keep developers from reusing content from the web as this behavior seems to be deeply rooted today. Therefore, we have opted for a different approach that harnesses this observation and tries to guide developers toward content on the web that is safe to reuse. We borrowed this idea from nudge theory, which is a concept from behavioral science and economics. It does not expect people to change their behavior but redesigns things in a way such that common behaviors lead to better outcomes. We redesigned two very fundamental resources—Google Search and Stack Overflow—such that developers can find advice that is helpful and secure.

Insecure Coding Advice on the Web

Stack Overflow is one of the most popular resources. It is a Q&A site that provides helpful advice for almost any coding problem. However, in Fischer et al. 2017,2 we showed that Stack Overflow provides a large amount of highly vulnerable code examples. Many of them were reused in production code; 15% of apps available on Google Play contained at least one of those insecure snippets.

Even though Stack Overflow provides countless secure code examples that are safe to apply in code, we found that these were hardly reused. In Chen et al.,5 we compared the popularity of secure and insecure code from Stack Overflow among users. We did this by relying on Stack Overflow’s own voting system, which provides a community-given score for each post. Interestingly, insecure code had significantly more upvotes and was more often duplicated across discussion threads or indicated as the top answer. We also found that highly trusted Stack Overflow users—users with a particularly high reputation score—posted insecure code. In other words, all of the very meaningful indicators on Stack Overflow were pointing in the wrong direction security wise.
While Stack Overflow is part of most developers’ journey through the web, they typically begin with Google Search. They type in a query and usually follow one of the top-ranked results. Depending on Google’s ranking algorithm, developers end up on webpages that provide either secure or insecure advice. Therefore, we wanted to know whether top-ranked results are biased toward secure or insecure code and whether this has a direct effect on software security.

In an online study, we asked 192 developers to solve several programming tasks. They were instructed to use Google Search to find help online. Afterward, we analyzed the distribution of secure and insecure advice among the top search results of all participants. The chance to receive at least one insecure result among the top three ranks was 23%—more than twice as high as for secure code. Developers who clicked on one of those links ended up on a Stack Overflow page that provides insecure code in the top answer of the discussion thread.

In summary, not only are Stack Overflow’s own content indicators often misleading, but Google Search’s ranking algorithm is too. The two fundamental web mechanics that developers rely on to find information on the Internet are inadvertently promoting insecure content.

**NUDGE THEORY**

The paternalistic way to solve this problem is to urge developers not to use Stack Overflow or even Google Search to look for help online but rather advocate for established resources that are safe. Of course, we do not expect this idea to be fruitful. Several studies explored alternatives, such as formal documentation, books, simplified programming interfaces, and code analysis tools. Even though they do help in improving code security, developers still struggle to get functional solutions out of them. In this regard, the web seems to provide better options. Since functional code is the developers’ primary goal, it seems unrealistic to convince developers not to use popular web resources. Behavioral science underpins this assumption: changing people’s behavior is very hard! Richard Thaler—one of the inventors of nudge theory—framed it the following way: “First, never underestimate the power of inertia. Second, that power can be harnessed.”

Nudge theory attempts to design around people’s default behavior in a way that leads to better outcomes for the individual and society as a whole. People do not need to change; the surrounding “choice architecture” is changed. We build upon this theory and rely on the observation that developers often make the easy choice. Copying and pasting code examples from the web is as simple as it gets. By ensuring that people reuse secure examples instead of insecure ones, we can keep this level of convenience. Developers do not need to find alternatives to Google Search and Stack Overflow. We designed several nudges that help them to make safe choices. We applied the following nudges in our work.

The simplification nudge has been applied to reduce the complexity of measures related to education, health, finance, and employment. Undue complexity reduces the benefits of measures, causes confusion, and deters participation. We implemented this nudge by moving security advice to already-existing and well-established resources that are being used by almost all developers.

**Warnings** are nudges that are already deployed in user communication of security issues on the web, for instance, if users visit a malicious webpage. It has been shown that warnings are much more effective if they provide recommendations that help people out of a potentially dangerous situation. We designed security warnings for insecure code examples on Stack Overflow. They inform developers why the examples were marked as being insecure and what risks could result from the reuse of the code. Below each warning, we provided an ordered list of recommended Stack Overflow posts that offer a very similar but secure example. In the best case, developers only have to make one additional click to find a functional and secure solution.

**Reminders** can have a significant impact; however, timing greatly matters. Therefore, whenever we identified a copy attempt of insecure code on Stack Overflow, we showed a reminder nudge that warns the user once more and displays recommendations.

**STACK OVERFLOW**

We integrated these nudges on Stack Overflow and performed a developer study. Participants were divided into two condition groups. The treatment
group used a modified Stack Overflow version that applied nudging, while the control group used the original Stack Overflow. Both had to solve several security-related programming tasks where we afterward evaluated the security and functionality of the submitted solutions.

The treatment group submitted more secure solutions than the control group with statistical significance. Both groups achieved the same high level of functional solutions, which meant that our nudging interventions did not interfere with the usability of Stack Overflow. This was also a very important result since less functional solutions in the treatment group would result in developers being drawn away from the website. We were not able to isolate a specific nudge being responsible for the effects. It was rather a combination of the displayed warnings, recommendations, and reminders.

**GOOGLE SEARCH**

The most effective nudge from the literature is the so-called default nudge. It automatically preselects the most beneficial choice by default, and people only need to take action if they disagree. Popular examples are automatic enrollments in programs, including education, health, and savings.

A web search generally tries to optimize its ranking in a way that presents the user with the most relevant results. People want to immediately find the information they desire within the top ranks. It is the same for software developers. When searching for code examples, we found that they usually click on one of the top three links. Currently, there is a much higher chance to find insecure code among those results.

**From Healthy Food to Secure Code**

We approached this problem with an approach similar to the so-called healthy food nudge. It has been observed that people usually buy food that is presented at eye level in grocery stores. That means, to nudge people toward eating healthy, one should place healthy food at eye level.

We implemented this nudge in Google Search by putting relevant and secure results “at eye level.” In other words, we modified the search ranking in a way that it moves secure and relevant advice to the top three ranks in the results. Developers would then be presented with a secure and relevant choice by default. Since we simultaneously down-ranked insecure results, it becomes even more unlikely that developers will click on one of them.

**Ranking Signals**

To rerank webpages based on security and relevance, we had to find signals first that sufficiently informed about these properties. In Fischer et al. 2019, we developed a deep learning model that is able to predict whether a Java code example on Stack Overflow is insecure or not. We applied this model to determine the security signal for Stack Overflow pages that discussed questions related to Java. Further helpful tools are publicly available to obtain security signals for different programming languages. For example, LGTM performs large-scale analyses on several popular open source websites, such as GitHub, GitLab, and Bitbucket. It is able to detect the most dangerous known vulnerabilities.

To find relevant results, we tried three different approaches. First, we simply relied on Google Search to find relevant results. Since it is the most popular search engine among software developers, we expected it to perform well in this task. Second, we developed an additional method that identifies the most relevant code examples for a set of given use cases, such as encrypting a message or establishing a secure communication channel. Even though the approach was largely automated, it required manual labeling of a small sample and was also restricted to a programming language and specific use cases. Third, we relied on Stack Overflow’s voting system as a signal to identify helpful examples. Both signals—security and relevance—were used to update the ranking algorithm of a custom Google Search engine.

**Developer Study**

We tested the updated Google Search in comparison to the original Google Search in another online study where developers had to write code to solve several programming tasks. We divided the 218 participants into two groups. The control group was provided with a search bar that used original Google Search. The treatment group used the updated Google Search engine, which applied security-based reranking. Our hypothesis was that the more the treatment group
used our modified search engine, the more functional and secure code they would submit in comparison to the control group.

After we evaluated the results from the study, we found that participants in the treatment group submitted more functional and secure solutions than the control group—with statistical significance—the more they used the modified search engine. This showed that the reranking had a significant positive effect on the security and functionality of the written code.

We performed an in-depth analysis of the retrieved and clicked results. We found that 83% of the results received by participants in the treatment group were secure, while 46% of the results were highly relevant to the query. In contrast, in the control group, 68% of the results were insecure. A similar distribution was also present in the clicks made by our participants. Sixty-seven percent of the clicked results were secure in the treatment group—among those 26% highly relevant—while the control group predominantly clicked on insecure results with 84% of clicks made. These results provide a much clearer picture of the causal chain: a higher usage of search engines, up-ranked relevant and secure results, clicks predominantly made on the top three results, and the reuse of code examples found on the related webpages ultimately led to more functional and secure code.

Warnings and recommendations on Stack Overflow allow developers to make informed decisions on whether or not to reuse insecure code. Security-based reranking of Google Search results provides more secure options by default, without user awareness. On the one hand, the Google Search intervention leads people to stay more or less uninformed about which results are secure and which are insecure and why. On the other hand, developers do not have to pay attention to and follow security warnings, indicators, or recommendations that are often difficult to understand. Moreover, people quickly become habituated to these kinds of interventions. This happens once they disagree with a warning or find recommendations unhelpful.

With the Google Search intervention, developers do not need to evaluate whether vulnerabilities reported by code analysis tools are false positives. Moreover, there are no disruptive effects on the main programming task. The intervention remains completely invisible and does not require anything from the user. Therefore, typical human factors that need to be addressed in the field of usable security may not have any negative effects on security in this approach.

Following the defense-in-depth principle, a combined approach might provide the ideal solution. While Google Search includes code security as a signal in ranking, websites, such as Stack Overflow and GitHub inform and educate their user base about insecure content. This works best if all players are part of the game. Alternatively, a scenario that does not rely on Google and other webpages would be one where companies and institutions run our interventions internally on top of Stack Overflow and Google Search.

Based on the results of our studies, we believe that designing security interventions for developers—as well as for end users—must consider behavioral aspects. In our work, observed behavior formed the basis upon which we designed our interventions. It puts people at the center of the design and dramatically shifts responsibilities away from developers who may be laymen in security toward experts in security and beyond. This way of designing security interventions shows that there is a potential for fixing important security issues in code on a very large scale. The urgency to take action is high as the problem is otherwise much likely to worsen.

TRANSPARENCY VERSUS UNOBTRUSIVENESS

Both interventions—on Stack Overflow and Google Search—follow the design principles given by nudge theory. They try to make it as easy and convenient for developers to engage in better security decision making. They achieve this exactly by not interfering with established behavior, such as Googling or copying and pasting code examples. They do not try to restrict any options but rather harness the status quo and lead to better outcomes.

Both approaches do not require developers to be aware of them to use them. Developers do not need to download, install, or learn how to use these methods. They do not have to cope with incomplete or unhelpful documentation or gain the advanced skills that are sometimes required to use security tools such as code analysis.

However, both approaches differ in certain aspects.
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Decision-Making Principles for Better Software Design Decisions

Antony Tang and Rick Kazman

Making decisions, particularly where the decision space is complex, is hard. Few people are innately good at it, and learning how to make good decisions often takes a lifetime of hard-won experience from making mistakes and suboptimal decisions. In this article, we propose a systematic approach to software design decision making (DM). We break DM down into nine principles that can be taught, learned, and practiced. Each principle addresses one DM aspect that focuses on a specific type of information used in making and evaluating decisions.

DM is a process to determine a course of action; the resulting judgment could be reached by a jolt of intuition, conscious reasoning, or something in between. Good DM is hard to teach and—as evidenced by the ever-growing mountains of technical debt and failures in software—difficult to achieve in practice.

One reason for these challenges is that software is created in greatly varying environments. There are differences in the types of requirements, organizations, stakeholders, technologies, quality requirements, contexts, time and budget pressures, and so on. Facing a plethora of information that includes unknowns (and, often, unknown unknowns), designers must make decisions, even in cases where their experience and knowledge do not offer obvious solutions. The process of DM is, therefore, often unsystematic, and designers are left to make decisions solely based on their experience, intuition, or gut feeling.

Imagine that we give a set of requirements to two developers and ask them to create a system. Is it likely that they will produce identical solutions? Almost certainly not. Will one of the solutions be better than the other? Quite possibly. The decisions made and resulting solutions created by these two developers may be different, and those variations may have important ramifications for system quality. Both developers likely believe that they made good choices and would champion their own design. Should we believe them?

Our judgments are often subject to cognitive biases1 and limitations (or bounded rationality)2. As humans, our brain’s processing is not always logical; we are subject to influences, such as anchoring bias, attention bias, sunk-cost fallacy, satisficing, confirmation bias, and the Dunning–Kruger effect. These biases affect the quality of our decisions, often in negative ways. We need ways to train ourselves to think logically and systematically when making decisions to counter biases.
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SOFTWARE DESIGN
DM PRINCIPLES

How can we tell if a design decision is well made? Rather than trying to answer this question directly, we approach this problem by examining decision considerations and reasoning. We outline nine DM principles (the “9Ps”) and describe what they mean, how they work, and what we can do to check them. Designers can learn the principles and ask each other reflective questions (RQs) to check their design reasoning. There is evidence to suggest that asking RQs during design helps designers improve design dialogue and reason better.3,4

P1: Use Facts
Facts and evidence are the foundations of logical decisions. Incorrect information and unknown facts (or incomplete truths) lead to invalid conclusions. Hearsay can play a part in requirement gathering and technology design. Business analysts may guess instead of verifying user requirements; designers may hear praise for a new technology instead of testing it themselves. For example, a colleague of ours chose a NoSQL database in a key portion of the reservations system he was designing because he felt it was a good fit; he had not done any prototyping or analysis but made this decision based on hearsay, experience, and gut feelings. Was this the right choice? Time will tell. To check facts, he could have asked, “What evidence supports that NoSQL would satisfy the lifecycle of the system?”

There are simple generic RQs to ask: “Do we have all of the facts?” “What evidence do we have to support this information?” “Are the information sources trustworthy?” When we cannot have all of the facts, we make assumptions.

P2: Check Assumptions
In the absence of facts, we make assumptions to continue with design. For instance, we may not know if a technology can perform adequately until we prototype the software. In making assumptions, we judge the chance, or probability if we want precision, that the assumptions would hold. This is an example of an explicit assumption that is made knowingly. Explicit assumptions can sometimes be checked and validated to improve certainties and even establish facts through prototyping, pilot testing, or sensitivity analysis. Implicit assumptions, on the other hand, are made unconsciously. For example, if we build our application as a set of microservices with node.js using the existing three-tier client–server architecture (which contains a monolithic database tier) without considering compatibility, then this implicit assumption would not be checked, which can create risks. RQs can be used to check assumptions: “Is this an assumption or a fact?” “Have we made or missed any assumptions?” “How certain are we about this assumption?”

P3: Explore Contexts
Contexts are conditions that influence software decisions. There are many contextual factors, such as development resources, financial pressures, legal obligations, industry norms, user expectations, and past decisions. For example, we want to implement a scalable and highly reliable database system, but our budget is limited. The budget is not a system requirement, but it affects our decision on database license procurement.
Some contexts will end up being constraints on design. Design contexts shape our decisions implicitly, and they are often diverse external factors that are not necessarily technology related. Exploring contextual factors can broaden our design considerations. To check that we have considered contexts, we may ask the following: “What are the contexts that could influence X?” “Have I missed any contexts?” “Does the team have experience in implementing X?”

P4: Anticipate Risks
A risk is the possibility of an undesirable outcome. A documented risk contains an estimate of the size and probability of the loss. There are many risks that a designer needs to estimate, such as extreme spikes of demand and security attacks. Anticipating and quantifying risks is the process of exploring the unknowns and estimating the possibility of risks occurring as well as, if they occur, their impacts.

This is challenging, but designers may use techniques such as the spiral model or risk- and cost-driven architecture to decide what is acceptable and how risks can be mitigated. RQs can help designers identify risks: “What are the potential undesirable outcomes?” “Is there a chance that X would not work?”

P5: Assign Priorities
Priorities quantify the relative importance of choices, such as which requirement to implement or solution to use. If we can afford to implement only one of the two requirements, which one is more important? Prioritization is required when the things that we desire are competing for the same limited resource, such as time, money, developer skills, CPU, memory, or network bandwidth.

Some of these are contextual factors that add constraints. To sort out our priorities, we can ask the following: “Which requirement is more important?” “What can we do without?” “What should we use this resource for?”

P6: Define the Time Horizon
The time horizon defines the time period relevant to a decision and its effects. Risks, benefits, costs, needs, and impacts can change over time, and we want to anticipate how they evolve. For example, we might estimate that the system processing load will reach 85% capacity in three years. Defining the time horizon allows designers to explicitly state and evaluate the pros and cons of actions (and nonactions) in terms of their short- and long-term impacts.

Without explicitly considering the time horizon and reasoning with it, long-term implications may be undermined, or short-term needs may be ignored. RQs can be asked about the time horizon: “What would be affected in the short and long term if I decide on X?” “What needs to be considered in different time horizons for X?”

P7: Generate Multiple Solution Options
Some designers accept the first solution they find without considering further options. If the architect is experienced, and the problem is well understood and low risk, this may be ideal. However, in more challenging contexts, a single solution may be risky; the first solution is not necessarily the best, especially when a designer is inexperienced or facing an unfamiliar situation.

This behavior may be due to anchoring bias—a refusal to let go of the first idea. Generating multiple solution options helps a designer broaden choices and stimulate creativity. RQs can help to broaden solution ideas: “Are there other solutions to this problem?” “Can I find a better solution than X?”

P8: Design Around Constraints
Constraints are limitations that set the boundaries of what a solution cannot do. They may come from requirements, contexts, technologies, or the existing design. For instance, a CPU can compute only W instructions per second, the budget of the project is $X, the number of concurrent users supported by a software license is Y, platform Z doesn’t support a certain protocol, developers have no experience with some technology, and so forth.

In software development, we often find connected sets of constraints: if we choose component A, we must also use component B. When there are no apparent solutions, designers must work around constraints and introduce novel solutions, relax parameters, or manipulate the context. A designer can check constraints by asking the following: “If I choose X, how would it affect the solution?” “Are there any constraints that could impede this solution?”
P9: Weigh Pros and Cons
Pros and cons represent the arguments for and against each of the choices in a selection. Weighing pros and cons is a tradeoff evaluation\(^2\) that takes place when there is more than one choice to consider. The evaluation of the pros and cons, quantitatively or qualitatively, allows designers to decide what to take and give up. A quantitative evaluation can be based on measurable elements, such as costs, benefits, priorities, immediacy (i.e., the time horizon), and risks.

However, some pros and cons cannot be easily quantified. Consider the navigation menu design of a mobile app: how can one quantify the pros and cons of a hamburger menu versus a set of tabs? In this case, qualitative arguments, such as the ease of access and learning as well as the effort to implement, can be marshalled. Weighing pros and cons offers designers the chance to think about relative benefits and drawbacks and whom they affect. To check tradeoffs, one can ask these RQs: “Are there more relative benefits in solution X than Y?” “Is the tradeoffs evaluation reasonable?”

EXAMPLE OF DM PRINCIPLES IN PRACTICE
An equipment manufacturer wants to bring a new model to market. A new sensor and sensor software have not been fully tested (P1), and the design is not according to the industry standard (P4). The rush is due to the time to market and competition (P3). Designers have the choice to redesign and delay delivery (P6) or compromise system safety (P2).

With several solution options (P7), the DM considerations revolve around the evaluation of P4—the probability and negative impacts of the software failing. The time to (P6) and contractual obligation of (P1, P3, and P8) delivery creates the tradeoffs (P9) between meeting the deadline and hoping that the chosen solution is good enough (P2) versus missing the deadline and performing thorough testing to increase confidence in the quality (P5).

Let us apply this example to two different equipment manufacturers: an aircraft company making a safety-critical system (P3) and a coffee machine maker developing a sensor for warming coffee (P3). The risks (P4), priority (P5), time horizon (P6), options (P7), constraints (P8), and considerations for the sensor software would be totally different. The DM considerations and responsibilities of the software teams would also be vastly different, and so would the outcome.

APPLYING DM PRINCIPLES
The application of the 9Ps can be incorporated into everyday software development practices, such as Scrum meetings and architecture evaluation. For instance, during Scrum retrospectives and architecture evaluations, designers can focus on the relevant principles and use RQs to check them: “What assumptions have been considered?” “Are they factual and realistic?” “What are the contexts for this requirement?” “What constraints were imposed by the contexts?”

These RQs can help to tease out different aspects and the reasoning of decisions. If a designer is fixated on an idea without giving good reasons, it might be a symptom of anchoring bias. Asking DM principle-based RQs can help to clarify the thinking, and this may rectify such a bias.

DM principles provide the basic perspectives for logical reasoning. For example, Swift code compiles on iOS but not Android (P1 and P8). If we want portability over both platforms (P1 and P3), we will not choose Swift. This is deductive reasoning. Reasoning can help to avoid biases and fallacies, such as the appeal to force (the authority says so), appeal to people (emotional arguments), or accident fallacy (applying general rules to specific cases).

Designers can also use inductive reasoning, such as analogies, to make decisions. Someone who is familiar with one solution may decide that it can be applied to another system (P2). Such analogical reasoning can be problematic if the contexts (P3) of the two systems are significantly different, as in the example presented, falling into the trap of the fallacy of weak induction and hasty generalization.\(^6\)

Good designers are made, not born. Learning to use DM principles is like learning martial arts. Karate and Taekwondo students repeatedly practice the basic stances and patterns until mastery is achieved and those motions become natural. Similarly, DM principles can be used to train basic DM skills, like learning the techniques of martial arts.
This learning, however, should not be confused with what one might do in reality. In a real fight, reactions and responses must be fluid. In a real design exercise, a designer needs to quickly choose the appropriate principles to use and reason with them.

Design is context dependent. There is no prescribed, optimal order for which DM principle to use. By practicing these principles, in software development and everyday decisions, DM will become more intuitive. Master Yoda would say, "Your facts, contexts, and assumptions gather; your time, priority, and constraints measure; your risks and tradeoffs control." May the force be with your designs.

We have introduced the 9Ps to help designers make better and more predictable decisions. Cognitive biases and limitations are difficult to overcome, but training developers to use DM principles can create good reasoning habits. DM principles are not a panacea; they complement but cannot replace the other important attributes that software developers need to possess: domain and technical knowledge, creativity, foresight to imagine possible futures, logical thinking, openness to new information and a willingness to correct mistakes, and a quality mindset to achieve the best outcomes.
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The Importance of Interoperability in Functional Safety Standards

Riccardo Mariani, NVIDIA
Nir Maor, Qualcomm
Jyotika Athavale, NVIDIA
Kevin Gay, Aurora

The increase in standardization activities for automated vehicles is creating interoperability and information-exchange challenges for methodologies, models, and architectures. IEEE is addressing these issues through two standardization projects in functional safety: P2846 and P2851.

In the past few years, there has been a flourish of standardization activities related to functional safety, for example, in the case of automated vehicles (AVs). These standards, published by a few development organizations, such as IEEE, the International Organization for Standardization (ISO), the International Electrotechnical Commission (IEC), and UL, have provided requirements for specification, development, and testing of safety-critical elements at different levels (vehicle, system, software (SW), hardware, and integrated circuits (ICs)).

However, these requirements typically are very general, and so the resulting detailed implementation (in terms of methodologies, models, and architectures) can vary to the point that exchanging and combining the work products across the supply chain becomes extremely difficult. For example, a general requirement to provide a failure modes and effects analysis (FMEA) for an IC could cause, in the absence of specific guidelines, different silicon providers to produce disparate FMEAs with varying levels of abstractions and different assumptions. The deviations could be so large that the user of those FMEAs (the Tier 1 or original equipment manufacturer (OEM)) could expend significant effort to combine them for the system-level FMEA. Similarly, a general requirement to specify a safe-driving policy for automated driving could cause, in the absence of specific models, various OEMs or Tier 1s to produce implementations with such large differences that interoperability and verifiability versus common criteria (such as regulations) could be difficult or even impossible to achieve.

This challenge is becoming so critical that, in January 2020, the IEEE Computer Society (CS) decided to start a couple of standardization activities to address specific aspects related to the interoperability of functional safety standards: IEEE P2846¹ (sponsored by the IEEE Vehicular Technology Society and cosponsored by the CS) and P2851² (sponsored by the CS). The following paragraphs provide a status on the activity of the two projects after a year of development.
Reasonable and foreseeable assumptions play a critical role in the safety-related models used in automated driving systems (ADSs); however, the current body of industry consensus standards does not address how they are identified or establish a minimum set that AV developers should utilize. With that in mind, IEEE P2846 was created with the goal of identifying the minimum set of reasonable assumptions used in foreseeable scenarios to be considered for road vehicles in the development of safety-related models. While the specific values of the assumptions used in an ADS may be specified by regulation or selected by the ADS developer, the minimum set used within safety-related models is common to all ADS developers, regardless of what model is being used.

The IEEE P2846 Working Group (WG) is currently composed of 30 member organizations that encompass government agencies, research institutes, AV developers, OEMs, and Tier 1 suppliers. The WG has representatives from all over the globe, including Europe, the United States, Israel, Japan, and China, and it is led by Intel (chair), Waymo (cochair), and Aurora (secretary).

While the COVID-19 pandemic has impacted the WG’s ability to meet in person, overall the group has made great strides in developing this standard during these challenging times. Over the past year, the WG utilized a set of five task forces operating in parallel to develop specific sections of the draft standard, which were assembled to create the draft standard. The WG also dedicated an entire week in November to virtual meetings to review and resolve hundreds of comments on the first complete draft standard submitted by the member entities.

The core content produced by the task forces that currently comprises the draft standard is organized into three major sections. First, the “Scenarios and Assumptions” section identifies a set of scenarios covering safety-relevant driving situations that an AV may encounter in operations on public roads and, within each scenario, the minimum set of assumptions that shall be considered to increase driving safety. As Figure 1 illustrates, the minimum set of reasonably foreseeable assumptions defined by this standard includes properties of other road users, such as velocity $v$, heading $h$, rate of change of the heading angle $h'$, braking capabilities $\beta$, and response times $\rho$.

Next, the “Common Attributes of Suitable Safety-Related Models” section identifies a summary set of recommended attributes for safety-related models used in the dynamic driving task. To arrive at this list, the WG conducted a literature review of contributed safety-related models, including sources on responsibility-sensitive safety, the Safety Force Field, rule books, and others. Finally, the “Verification Methods for Assumptions Used in Safety-Related Models” section identifies techniques, such as various design and testing processes, that can be used to verify whether the implementation of a safety-related model conforms to the minimum set of required reasonably foreseeable assumptions defined in the standard.

The third draft of the standard is currently going through a final round of updates before it is shared via liaison agreements with the Society of Automotive Engineers and ISO for the first set of external reviews. The WG is targeting the second quarter of 2021 to submit the standard for balloting with the Vehicular Technology/Intelligent Transportation Systems Standards Committee and to simultaneously initiate a 60-day public review period. The goal is for this standard to be officially published by the end of 2021.

The IEEE P2851 goal is to provide an exchangeable and interoperable format for safety analysis and verification activities to facilitate intellectual property (IP) and system-on-chip (SoC) providers to deliver results to safety-critical system integrators in a consistent way and also enable interoperability among tools provided...
by electronic design automation (EDA) tool vendors. IEEE P2851’s initial scope was IPs and SoCs, but it has been extended to include items, systems, and SW as well. Artificial intelligence is also a key part of the activity. The WG has representatives from 31 entities, including all of the major IP/SoC providers, EDA vendors, Tier 1s, and OEMs. It is led by NVIDIA (chair and secretary) and Qualcomm (cochair).

The development of IPs and SoCs for safety-critical applications is emerging rapidly because of the growth of applications such as automated driving and robotics. Standards such as ISO 26262 (automotive), IEC 61508 (industrial), and many others require IP and SoC providers to execute safety analysis and related verification activities and deliver results to system integrators. EDA vendors are starting to provide tools to automate activities; however, at this time, there is no common language or format to provide the results. For that reason, the safety-critical community is demanding a solution to accelerate the safety engineering process while reducing risks and costs.

IEEE P2851 will define a data format with which results of safety analyses and related safety verification activities executed for IPs, SoCs, and mixed-signal ICs can be exchanged and made available to system integrators. The format will define languages, data fields, and parameters with which the results of the analyses and verifications can be represented in a technologically independent way. IEEE P2851 will provide a common ground for EDA, SoC, and IP vendors to develop tools, SoCs, and IPs for safety-critical applications.

The end goal is for IEEE P2851 to become a family of standards (P2851.1, P2851.2, P2851.3, and so on) covering broader functional safety topics, such as system- and SW-level safety analyses and formal/semi-formal representations of assumption of use, and also extending to adjacent domains, such as cybersecurity analyses and related verification methodologies.

FIGURE 1. A scenario of an intersection with occlusions from IEEE P2846-D2.
IEEE P2851 defines a dependability landscape based on an overall product dependability lifecycle (PDL), as represented in Figure 2. The word *dependability* has been selected to cover the broad spectrum of functional safety, safety of the intended functionality (SOTIF), cybersecurity, and other characteristics, such as reliability, maintainability, and real time.

The landscape is represented based on a V-model, as shown in Figure 3. Each level (item, system, component, and part/unit) includes one or more activities belonging to phases of the PDL. Activities are connected with intra- or interlevel interfaces. Each activity can be linked to methodologies and tools to be executed.

Currently, the IEEE P2851 WG members are working on the landscape use-case activities within six subgroups: Automotive Functional Safety, Artificial Intelligence, Avionics, Security, Industrial/Medical/Robotics, and SOTIF. By the end of March 2021, the WG is scheduled to publish a white paper based on the first version of the landscape document, describing the lifecycle activities and related needs of methodologies and tools. By 2021 year’s end, the plan is to release a first draft of the standard, and by the end of 2022, a final version of the standard will be published.

**FIGURE 2.** A representation of the IEEE P2851 PDL. SOTIF: safety of the intended functionality.

**FIGURE 3.** An IEEE P2851 landscape representation.
REFERENCES


RICCARDO MARIANI is the vice president of industry safety at NVIDIA, Santa Clara, California, 95051, USA. He is the 2021 IEEE Computer Society first vice president and chair of IEEE P2851. Contact him at rmariani@nvidia.com.

NIR MAOR is a senior director of technology at Qualcomm Technologies, San Diego, California, 92121, USA. He is the IEEE P2851 vice chair. Contact him at nmaor@qti.qualcomm.com.

JYOTIKA ATHAVALE is a senior functional safety architect at NVIDIA, Santa Clara, California, 95051, USA. She also serves on the IEEE Computer Society (CS) Board of Governors and the core team of the CS Special Technical Community on Reliable, Safe, Secure and Time-Deterministic Intelligent Systems. Contact her at jathavale@nvidia.com.

KEVIN GAY is a senior program manager at Aurora, Pittsburgh, Pennsylvania, 15201, USA. He is the IEEE P2846 secretary. Contact him at kgay@aurora.tech.
IEEE CAI is a new conference and exhibition with an emphasis on the applications of AI and key AI verticals that impact industrial technology applications and innovations.

IEEE CAI seeks original, high-quality proposals describing the research and results that contribute to advancements in the following AI applications and verticals:

**AI IN HEALTHCARE/LIFE SCIENCES**
Explores the need for improved decision-making to assist medical practitioners as well as additional medical issues including personnel allocation and scheduling, automated sensing, improved medical devices and manufacturing processes, and supply chain optimization.

**AI IN TRANSPORTATION/AEROSPACE**
Focus includes the optimal design of aerospace systems using AI; large- and small-scale transportation systems; deep learning for autonomous driving; and autonomous decision-making in long-term space flight management.

**AI IN ENERGY**
AI tools have a noticeable impact on energy sectors and can be utilized in Power load forecasting, Power generation forecast of renewable energy to improve agility and resilience; Smart Grid Control, and Power Network Security Protection.

**INDUSTRIAL AI**
Addresses robust cyber-security; the effective use of Digital Twins, and Comprehensive Prognostics and Health Management for industrial assets in Aviation, Oil & Gas, and Power Generation, to reduce/eliminate unplanned maintenance events.

**AI FOR EARTH SYSTEMS DECISION SUPPORT**
Examining the use of AI to help with the analysis of complex events and their effect on the future of agriculture, power generation, and other environmental sectors of critical importance to humanity.

**ETHICAL & SOCIETAL IMPLICATIONS OF AI**
We will cover Explainability and Interpretability to enhance understanding, trust, and informed decision making; Transparency in the AI data, system, and business; Privacy, Governance Risk, and Compliance; Robustness, Security/Resilience to attacks; and Fairness/Bias.

Access all submission details: [https://cai.ieee.org/2023/authors](https://cai.ieee.org/2023/authors)

Papers accepted by IEEE CAI will be submitted to the IEEE Xplore® Digital Library. Selected high-quality papers will be further invited for submission to a journal special issue.

**COMMITTEE INFO**
General Co-Chair: Piero Bonissone
General Co-Chair: Gary Fogel
The never-ending human curiosity about exploring the universe is pushing the limits of robotic autonomy from remote-controlled to fully autonomous systems characterized by advanced learning, cognition, and reasoning for operating in completely unknown and unstructured environments.

The latest NASA Mars 2020 mission initiated a radical paradigm shift in research toward autonomy as a fundamental enabler for the next generation of fully autonomous space robotics missions. The current space directions are toward the return of humans on the lunar surface and Mars and the corresponding future colonization of these planets. Thus, even if the majority of operations on Perseverance and Ingenuity are still remotely controlled, there is common agreement in all of the related space road maps\(^1\) as well as in the upcoming ARTEMIS program\(^2\) that the future of space exploration and colonization will be realized by empowering the self-sustainability and resiliency of embodied autonomous control-oriented cyberphysical systems (CPSs). The overarching long-term goal is to answer the fundamental question of humanity: “Is or was there life beyond Earth?”

The answer to this question lies below the surface of planetary bodies in our solar system since subterranean (SubT) voids are the most probable places to find signs of life (both extinct and extant), and they are one of the main candidates for future colonization beyond Earth. The exploration of such SubT environments of other planetary bodies, especially on the moon and Mars, is currently the focus of space autonomous missions, motivated by the potential scientific returns of in situ resource utilization and future human exploration.

Unlike planetary surfaces, which provide disturbed and perturbed surface environments, deep SubT voids and their surroundings, as the ones presented in Figure 1, provide access to unaltered materials such as the geologic history of water remains and other volatile compounds on the planet. Thus, future autonomous planetary missions will focus on subsurface explorations, considering these areas to have the maximum potential for the discovery of sources of life or precious materials for planetary settlements.\(^3\)

Major trends are emerging in the field of next-generation autonomous space robotics technologies. These advances will kick-start a paradigm shift in the space industry—from the current remote-operated missions to fully autonomous ones as well as from fragile to resilient—as the only way to bring humanity closer to inhabiting other planets in our solar system.

These technological breakthroughs are introducing radical novel electromechanical robotic architectures. For the first time ever, these are able to unify multimodalities in robotic locomotion while
creating an embodiment of autonomy, enabled by increased durability, self-sensing, self-healing, and self-reconfiguration in mechanical and CPS aspects as well as the next-generation trusted autonomy framework for space robotics.

In these directions, the need for intelligent reconfiguration and adaptation in all of the aspects of the CPS while retaining the hard real-time characteristics of the control loops is more evident than ever. Autonomous CPSs, fully integrated with embedded intelligence systems for onboard fast and multidimensional data processing in parallel computational architectures and on special-purpose redundant processing circuits, are needed to create the proper resilient baseline to support the extreme demands for autonomy.

To this end, for the last three years (2018–2021), researchers on the CoSTAR team have been participating in the prestigious DARPA Subterranean Challenge. The group’s aim is to develop fully autonomous robotic systems to explore subsurface voids, with a dual focus on planetary exploration and terrestrial applications in search and rescue, the mining industry, and artificial intelligence/autonomy in extreme environments.

Additionally, new dominant research trends are emerging toward resilient autonomy for space robotics, with special attention to the exploration of planetary voids as well as hostile, extreme, unknown, and fully unstructured environments. All of these share the same backbone that combines three design principles for embodying resiliency in autonomous space systems: robustness, redundancy, and resourcefulness. These characteristics are reflected in both the software and hardware design, as, for the first time ever, it is desired that the adaptation and reconfiguration of the CPS’s architectures be in full orchestration with the hardware reconfigurations and multimodality operating concepts that unify locomotion modalities in ground and aerial vehicles with embodied intelligence.

Toward the next generation of autonomous robots for space exploration, typical examples include the following:

- the demanding and challenging unification of SPOT with a microaerial vehicle (MAV), as indicated in Figure 2(a)
- multisensorial sensor fusion for enhancing perception and localization in fully autonomous exploration missions in Figure 2(b)
- the novel exploration rapidly exploring random trees algorithm, which considers the distance; predicted dynamical model-based actuation; and information gain for multiple possible exploration locations, such as frontiers, and
selects optimal trajectories for an exploration mission

- multisession mapping methodologies, including loop closure approaches and online point cloud-based synchronous collaborative map-merging for multirobot mapping/exploration applications, as depicted in Figure 3.

**FUTURE ALGORITHMIC RESEARCH CHALLENGES**

Toward this ground-breaking vision and the overall quest for enhanced autonomy, hypermodality robotic systems would provide a full unification among ground and air vehicles while enabling a truly all-terrain mobility. This hardware advancement needs to further challenge recent trends in the core of the software-embedded intelligent systems and, specifically, toward the resilient autonomy framework for intelligence embodiment. The following sections describe characteristic research challenges.

### Next-generation sensing and perception schemes for hypermotility space robotics systems

The backbone for autonomous planetary surface and subsurface exploration is to build up the right level of scene perception. This allows planners to perceive the robot ego motion as well as encode the necessary spatial awareness.

Thus, research in this direction will address collaborative multisensory and hypermodality-based fused localization. It should focus on resiliency, robustness, and safety as well as mechanisms to handle spatial and temporal variances of multiple pose estimators, which will constitute a continuous and reliable state-estimation source, irrespective of the hypermodal robot formation (for example, unified operation or decoupled in different multiple-modalities operations).

Moreover, multidimensional collaborative environmental perception and reasoning architectures need to be further advanced to contribute to the establishment of a unified back end for each robot modality. This will act in a decentralized mode for joint map and trajectory refinement, under specific communication policies, within the context of scene awareness and map building.

### Mobility techniques for hypermodality robotic systems

This research direction will introduce a novel frontier generation framework that is able to increase the volume coverage at the minimum exploration time while respecting traversability and perception constraints, establishing a mechanism based on the hypermodality properties of the platform. The decision-making part of the exploration module will introduce novel information-gain metrics while considering risk and uncertainty bounds.

The framework will, at the same time, optimize the navigation and next-feasible-waypoint generation for the unified platform but also for each modality, considering the related information gain, power consumption, faults, modality-specific dynamics, and area traversability. Unifying the obstacle-free path planning, mapping effort, risk awareness, and considerations of the multidimensional motion primitives and kinematics of each robotic module under one navigation framework will establish a resilient system that will allow collaborative and distributed exploration of 3D SubT environments.
Distributed CPS-based autonomy for hypermodality robots

The SubT voids could consist of unknown extreme terrain features, such as rocky, granular, or sandy terrains; flat or high-slope areas; and so on. Thus, future mission planners will provide high-level tools to enable individual agents of the hypermodal platform to transverse such extreme terrains while considering the kinematic constraints of each individual component.

In this research direction, autonomous mission planners will take immediate actions in unforeseen contingencies, requiring a response in real time for the successful execution of the mission. The overall framework should be adaptive to the number of agents/modalities as well as seamlessly scalable, and it will be used in different layers of information sharing as well as for multiple sets of unified robots while considering different peer-to-peer communication configurations.

Even though the present article mostly focuses on planetary SubT exploration, such technological progress in the field of autonomy will be useful for other applications since it has the capability to empower other aspects of space advancements, such as on-orbit satellite operations and the related Made in Space movement of the global space community.

Next-generation robotic space exploration demands more flexible, resilient, and self-sustaining high-level autonomy frameworks to address the challenges raised by classical ground loop control mission architectures, which are not feasible due to long-range communication delays or total communication losses. The future evolution of next-generation autonomous systems will be an important step in overcoming many of the current technological limitations in our never-ending journey toward the exploration of other worlds for evidence of life and to boldly go where no human has gone before.
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A Recipe of Capabilities for Pursuing Expertise in Data Visualization: A Practitioner’s Perspective

Andy Kirk, Visualising Data, Ltd., Leeds, U.K.

Data visualization is hard to master because of the inherent complexities that characterize the challenge of facilitating understanding. Competence with data visualization is gaining in recognition as an essential capability and thus fostering the necessary skills is paramount to prepare students for their future professional activity in this field; yet, it is a challenge for educators to design programs that cover all facets. This article presents a framework that profiles the range of different capability “ingredients” which form the recipe of expertise in data visualization, from the point of view of an experienced practitioner.

During the COVID-19 global outbreak, the visual communication of data has been shown to be vital for governments, health professionals, and the media to inform a concerned public. Through broadcasts on TV, coverage on the web, opinions shared on social media, or articles from the traditional print media, one cannot have missed the plethora of charts and graphics used to explain and inform.

It is an enormous challenge to facilitate such understanding to the diverse audiences associated with this unprecedented context. There are wide variations in levels of subject knowledge, as well as data literacy. There are those who are receptive, those who are ambivalent, and those who are fundamentally skeptical. The data used is technical, with nuances in the basis of quantities and how categories are determined. The information presented is uncertain and, at times, incomplete. Sometimes it is about presenting headlines; other times it is more about the details. Sometimes it needs to be statistical and authoritative; sometimes it must be human and emotive.

Data visualization is hard to do well.¹ This is not because it is especially complicated, rather it is because of the complexities that characterize this fundamentally philosophical activity, concerned with the exchange of understanding. There are lots of small decisions involved with making selections from an array of possible options. The choices one makes are rarely objective, instead reliant on reasonable—and occasionally rapid—subjectivity. Each decision made has a consequence on shaping the next decision.

It is perhaps unsurprising therefore, that competence with data visualization is gaining in recognition as an essential capability. Just as computer literacy is seen as a necessity, expected of everyone to be able to fully participate in the modern workplace, in education, and in society, the demand for literacy in communicating data follows a similar, if belated, trajectory. As such, fostering the necessary skills is paramount to prepare students for their future professional activity in this field; yet, it may be challenging for educators to facilitate. The intention of this article is to present a framework that profiles the range of different capability “ingredients” which collectively form the recipe of expertise in data visualization.

SEVEN HATS OF DATA VISUALIZATION

The Seven Hats of Data Visualization offers a breakdown of different aptitudes, blending together elements of knowledge, skills, behaviors, and habits. This framework has been shaped from the author’s
experiences working in the data visualization field for over a decade helping individuals and organizations attain this capability through commercial and academic teaching, as well as consultancy activities. The seven hats attempt to reflect the reality of the diverse technical, analytical, editorial, and creative dimensions which shape this field. For instance, with almost all visualization work being computer-generated, skills in graphics applications and programming libraries are hugely desirable, yet they represent just one aspect of what it takes to form fully accomplished data visualization expertise. Not all detailed ingredients presented are of equal weighting and they won’t always be necessarily relevant for all visualization tasks or projects undertaken.

THE DIRECTOR: The coordinator, overseeing the project.

- Initiates and leads on gathering and understanding requirements.
- Identifies and establishes the project’s contextual freedoms and constraints.
- Defines the purpose of the project based on the desired outcome.
- Manages progress through the workflow process.
- The primary decision-maker, often needing to judge tradeoffs.
- Pays strong attention to detail.
- Gets things done: Checks, tests, finishes tasks.

THE COMMUNICATOR: The broker, concerned about people.

- Helps to define and represent the perspective of the audience.
- A good listener with the humility to defer to subject matter experts.
- Has a “thick skin:” needs patience, empathy and diplomacy.
- A confident communicator with specialists and non-specialists.
- Possesses strong copy-editing abilities with written communications.
- Manages expectations and presents possibilities.
- Launches and promotes the final solution.

THE ANALYST: The wrangler, handling data work.

- Generates curiosities that fuel the process.
- Has an instinct for research and discovery.
- Is a quick learner with the capacity to develop knowledge in new subjects.
- Is able to identify what content is most relevant for the audience.
- Defines the editorial decision about what data to include and exclude.
- Defines the editorial decision about what data to emphasize and de-emphasize.

THE JOURNALIST: The reporter, pursuing the enquiry.

- Driven by a desire to help others achieve heightened understanding.
- Has good judgment to know when to follow rules and when to bend rules.
- Undertakes reflective evaluation and critique.

THE DESIGNER: The conceiver, driving creative direction.

- Establishes a coherent creative strategy.
- Harnesses ideas and inspiration from other work and subject areas.
- Has a flair for sketching and illustration.
- Understands the principles of user interface design.
- Is fluent with the full array of possible visualization design options.
- Demonstrates thoroughness and persistence for refining.
- Has a relentless drive to keep experimenting and innovating.
THE TECHNOLOGIST: The developer, constructing the solution.

- Possesses a repertoire of software and programming capabilities.
- Has an appetite to acquire new technical capabilities.
- Has a diligence and discipline to focused on delivering a solution.
- Can automate otherwise manually intensive processes.
- Has the discerning eye to avoid feature creep.
- Works on the prototyping and development of the solution.
- Undertakes pre- and postlaunch testing, evaluation, and support.

ASSESSING CAPABILITIES

This framework should be seen as an ideal potential set of aptitudes one needs to attain or demonstrate in order to accomplish complete expertise.

Its purpose is primarily to operate as a checklist of the capabilities required, to help individuals assess themselves and identify where their strengths and weaknesses lie. On another level it can also be seen as the repertoire of multidisciplinary capabilities demonstrated across a team or collaborative group to ensure equity and balance in the blending together of talents. For organizations looking to hire or develop talent, or construct teams, this framework helps to isolate the skills they seek in people. It may also help them to more surgically identify areas for training and development of staff. For university departments designing programs in data visualization, or related fields like information design, it offers a broad view of the range of teaching branches they need to consider offering.

When starting a journey learning data visualization, the prospect can be overwhelming - “where to begin?” — and, for some, quite intimidating — “how will I ever achieve that kind of quality?” One needs to start somewhere and that should always be from the position of recognizing the existing strengths one may possess.

One of the primary motivations for constructing this framework was to dispel any notion of this subject being reserved for uniquely talented individuals alone.

A flair for graphic design, computer science, or journalistic instinct is inevitably advantageous, but the more important starting point is to recognize that data visualization is fundamentally human-centered. Data is about people or phenomena that affect people. Visualizations are generated by people and are for people. The most important skills center around this theme, such as listening to other peoples’ requirements, anticipating the curiosities that will be most relevant amongst an audience, caring about the language we use to explain insights.

Judging the effectiveness of a visualization is occasionally tangible, but more often than not it is intangible. Rarely is there a directly measurable nor witnessable moment that can be defined as evidence of success.

There are, of course, some relatively free quantitative measures that are available for digital projects, including web-based measures such as visitor counts and social media metrics (likes, retweets, mentions). These, at least, provide a surface indicator of success in terms of the project’s apparent appeal and spread.

If the intention behind a visualization is to inform people, to further the debate about a subject, or to establish one’s reputation or voice of authority, then those are hard outcomes to measure. One approach can be to invert the measure of effectiveness on and seek out evidence of tangible ineffectiveness. For example, there may be significant reputation-based impacts should decisions be made on inaccurate, misleading, or inaccessible visual information. One should aspire also to collect reliable qualitative feedback, even if this can, at times, be rather expensive, in effort terms, to secure. Some options include:

- capturing anecdotal evidence from comments submitted on a site, opinions attributed to tweets or other social media descriptors, feedback shared in emails or in person;
- informal feedback through polls or short surveys;
- formal case studies which might offer more structured interviews and observations about documented effects;
- experiments with controlled tasks/conditions and tracked performance measures.3

A personal assessment of one’s contribution to a project is important for development. The best way to learn is by considering the aspects that were enjoyable and/or successful and identifying the things were unenjoyable and/or less successful. Look back over each project experience and consider the following.

- Was the solution satisfactory? If yes, why; if no, why and what could have been done differently?
- In a different context, what other design solutions might have been considered?
- Were there any skill or knowledge shortcomings that restricted progress and/or solution?
FIGURE 1. Episodes from the first season of “Explore Explain,” a podcast and video series based on conversations with visualizers exploring the design story behind a visualization or a series of related works (https://www.visualisingdata.com/podcast/).

› Are there aspects of this project that could be reused or adapted for use in other projects? For instance, ideas that did not make the final cut but could be given new life in other challenges?
› How well was time utilized? Were there any activities that felt inefficiently managed, either through being overly drawn out or uncomfortably rushed?

DEVELOPING CAPABILITIES
The challenge for educators is clearly not limited to just designing a broad curriculum to cover the necessary topics. This needs to be bolstered by sophisticated activities and innovative experiences that offer students the opportunity to encounter a portfolio of challenges. There are many learning strategies to consider.

Self-Directed Learning. The critical discourse and creative energy of data visualization is inevitably found online. Frequent exposure to the dedicated visualization blogs, the websites of news media, portfolios of studios, and creative agencies will ensure awareness of the latest techniques, case studies, and process narratives. Constantly challenge one’s design “eye” by evaluating the work of others (“what would I do differently?”) is an especially valuable exercise. Listen to podcasts and sign-up for webinars to immerse yourself in contemporary topics and latest discourse.

Practice, practice, practice. The journey from good to great, as with anything, involves hard work, plenty of learning, lots of mistakes, but, most importantly, a relentless appetite to gain experience. Identifying personal “passion” projects offer the chance to experiment without consequence. These are great opportunities to try out new techniques and deliberately expose oneself to resolving different challenges than might otherwise be encountered. Learning reflectively about the ideas, problems, solutions, and rationale behind all decisions will optimize the enduring value gained.

Collaborating With Others: There are advantages to pursuing data visualization solutions collaboratively, bringing together different talents and perspectives to a shared challenge. The best functioning visualization team will offer a collective blend of competencies across all seven hats. Crucially, when setting up group activities, it is important to avoid skewing the sensibilities towards one dominant talent. Success will be hard to achieve if a team comprises a dominance in technologists or a concentration of “ideas” people whose work never progresses past the sketchbook. The right blend is required for any team.

Networking: On social media (especially Twitter and LinkedIn) we see an active and welcoming community of practitioners that is always willing to share and help. Attending conferences and local meetups will offer direct learning opportunities as well as communities to of contributors and enthusiasts to build networks.

Looking beyond: Exposing oneself to the practices of other related creative and communication fields can be enlightening. Fields like video game design, graphic design, architecture, and even cartoon illustration are fields with unique contexts: the need for video games to be sophisticated but fun and accessible; for graphic design to grab attention and convey identity; for architecture to balance utility with beauty within the constraints of costs and materials; for cartoons to be humorous and topical but also self-explanatory within a single frame.
CONCLUSION

This article has proposed a practitioner’s view of the range of different capabilities that shape the contemporary visualizer. The Seven Hats, as profiled, offer educators and students alike a potential menu of the necessary learning topics and practical experiences required to flourish in this popular contemporary subject area. This may be useful, for instance, in determining the curricular for teaching content, as well as helping to shape the assessment activities for individual and group course assignments, as well as final visualization projects.

Developing mastery across the full range of capabilities presented is probably unachievable, such are the multidisciplinary demands: even amongst the most celebrated visualizers in the field today, few will genuinely possess expertise in all areas. But it offers a guide to help assess existing levels of competence and provides the shape of a wish list for development in areas of recognized shortcoming that can inform course development and project experience beneficial to students’ wholistic development.

Developing expertise in data visualization will take time. The people who flourish in this field are able to harness their strengths and address their weaknesses. It requires motivation for ongoing efforts to learn, apply, reflect, and repeat again.
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The digital imaging and vision applications in science (DIVAS) program was built to improve the computational self-efficacy and skill of first- and second-year college students majoring in biological and chemical sciences. Our three-year pilot study showed that the program could be successful in both fronts. The scholars, faculty, and staff who participated formed a community of practice that became the heart of the DIVAS program. Through this community, we expanded access to the image processing workshop in collaboration with The Carpentries, supported faculty and secondary educators in developing computing modules for their classrooms, and created and staffed a “writing center for computing” on the host campus. Overall, the DIVAS program has sparked a local computing culture. DIVAS interventions and resources are freely available for adoption by other institutions. We hope to grow the community in a way that builds student access and opportunities and supports educators in the process.

Datasets in natural, physical, and computer sciences are now so massive that their analysis, interpretation, and visualization often cannot keep up with the rate at which they can be routinely produced. This data explosion means scientists across disciplines must work together to build tools, models, and visualizations capable of exploring that massive, complex, multifaceted landscape. This cooperation will lead to the development of new tools that will allow us to observe aspects of our universe that have previously been hidden or beyond our reach. These new tools have the potential to transform the foundations of how we understand our universe analogous to the development of the microscope centuries ago.

Education and training within the natural and physical sciences do not sufficiently equip students with the necessary experience and skills to meet emerging data processing and analysis needs and experts across scientific disciplines are raising this issue. To this end, we created the Digital Imaging and Vision Analysis in Science (DIVAS) project. DIVAS secured funds in 2016 from the National Science Foundation’s Improving Undergraduate STEM Education division. The program aims to engage novice learners (mostly first- and second-year college students) from biological and chemical sciences in computational thinking and coding using image data as a “hook.” Images are widely used for diagnostics, phenotyping, and analytical measurements. They are also easy to obtain and novice learners understand them. When students analyze image data they engage in all of the aspects of computational thinking including recognition of a problem, analysis of solutions, design of a solution, and implementation and testing.

Of note, we saw the computational confidence and skills improve in students not normally well represented in computer science courses. Our pilot study...
indicated that the scaffolding of interventions that make up the program and the context of a community of practice were important elements contributing to the gains we observed. The pilot study motivated us to see how broadly these results can be replicated. In this report, we discuss the key elements of the DIVAS project. We will also discuss what we have learned about fostering self-efficacy in computing more broadly across the natural and physical sciences.

DIVAS PROJECT OVERVIEW

The DIVAS program targets first-year students enrolled in introductory biology and chemistry courses. The program name, its leaders, and the recruiting strategies used resulted in a high percentage of individuals who identify as women joining the program (76% of all program scholars). The program begins in the spring with a one-credit seminar and continues five to eight weeks into the following summer. The program ends with a capstone seminar the following fall or spring. From the first DIVAS seminar, students join a community of practice that will support them throughout the rest of the program. In that seminar, scholars learn about images as a form of data; do basic coding; meet professionals who use coding in their work; and explore working environments where coding occurs.

The summer begins with an intensive, one-week coding workshop, which is also open to community members. The workshop devotes two days on basic Python operations, code version control using git, and bash shell functions. The following three days focus on image processing using Scikit-image libraries. We seat participants in pairs to encourage them to cooperate in their work. To increase engagement, participants are presented with a problem at the beginning of each portion of the workshop. By the end of the workshop, everyone has written scripts to count the number of colonies on a plate and to track the progression of a titration over time using a handful of basic image processing functions (see Figure 1).

Following the coding workshop, there are two two-week sessions of pair programming. We give the group a common challenge at the beginning of each session. Scholars discuss the problem, then together decide on the group’s goals for the session. We teach scholars how to do pair programming, then divide them up to devise, and implement their own strategy for solving the problem. Each day, the group holds a stand-up meeting to report on progress and discuss daily goals. At the end of each week, scholars push their code to a common repository and the teams print out and annotate each other’s code for review. In the first week, code reviews help teams set their goals for the following week. In the second week, reviews help them wrap up their code. In the second two-week session, we reassign pairs and repeat the process.

The program ends with another one-credit seminar in which scholars revisit the DIVAS repository to clean up and annotate code, and make adjustments to the coding workshops as needed based on feedback. They also meet with incoming scholars to welcome them to the community and offer support. Scholars also learn about parallelization and gain experience with parallel programming. Parallel programming is relatively straightforward to apply with the image processing scripts they have already written.

PILOT STUDY OUTCOMES

The DIVAS pipeline was tested on three cohorts of up to six scholars over three years. Seventeen scholars participated, 14 of which attended Doane University, a private liberal arts college in Nebraska. The other three scholars came from our partner campus at St. Edward’s University, a private liberal arts college as well as a minority-serving institution, in Austin, TX, USA. Most scholars identified as women (76%) and were in their first year of college (82%) majoring in biological or chemical fields (82%). Overall, we saw self-efficacy in computing increase by 34% on average as well as statistically significant growth in all the computational thinking skills we measured (recognize the problem, analyze solutions, design a solution, implement a solution). Self-efficacy grew even while interest in pursuing careers using computational skills did not and coding tasks became more challenging. Our previous publication includes details of the pilot study.

FIGURE 1. Erin Doyle presents the challenge of tracking the progress of a titration to coding workshop participants.
discuss the key elements of the DIVAS project. We will observe. The pilot study motivated us to see how up the program and the context of a community of practice. We also observed the program scholars. The program name, its leaders, and the recruiting process. The program begins in fall or spring. From the first DIVAS seminar, students participated, 14 of which attended Doane University, a small liberal arts college.

The program had three main components: (1) a computing workshop, (2) a chemistry seminar, and (3) a campus computing center.

The computing workshop was a two-week long event where participants learned basic coding; meet professionals who use coding in their work; and learn about images as a form of data. Throughout the rest of the program, participants were encouraged to work in groups and push their code to a campus computing center for review. These sessions of pair programming were held every Monday afternoon. We gave the group challenges that DIVAS scholars work on in this portion of the workshop. By the end of each portion of the workshop, participants are presented with a problem at the beginning of each portion of the workshop. The lesson included resources and information about each of the DIVAS program interventions.

### DISSEMINATION OF THE IMAGE PROCESSING WORKSHOP

Image processing has become routine in studies of atomic, molecular, and cellular dynamics, those that associate genomic elements with phenomena of interest, in breeding programs, and in a variety of monitoring and modeling in fields such as agriculture, ecology, and drug development. This increased demand within the scientific community for image processing skills has led us to turn the image processing elements of our workshop into a Data Carpentry lesson. Data Carpentry supports community-driven development of domain-specific lessons to meet research training needs.

The lesson is still in the early adoption process. The workshop originally used OpenCV libraries. Community members converted it to using Scikit image libraries, which are much easier to implement across a range of platforms and environments. The lesson has been tested at three research institutions in the United States and Germany. The lesson assumes basic knowledge of Python, git, and bash and covers the basics of image processing, including image representation; creating histograms; blurring and thresholding; drawing and masking; edge detection; and object segmentation using connected components analysis. The two challenges that DIVAS scholars work on in this portion of the workshop are also available in this lesson. DIVAS project investigator Mark Meyerson currently maintains the Data Carpentry lesson. As others in the Carpentries community use it and additional needs are identified we hope to see this lesson adapt to meet those needs.

### COMMUNITY BUILDING

**The Computing Center for the Liberal Arts:** An important consequence of the pilot study was the creation of a broader community of students with computing skills on the Doane University campus. No longer siloed into specific departments and programs, students who once may not have interacted with each other academically were now connected through common interests and skills.

The DIVAS team recognized that scholars were broadening their community of practice to include peers who needed to build their own computational skill, as well as peers with more expert knowledge that could provide support. To help build this community further, the DIVAS team created a "writing center for computing" at Doane called the Computing Center for the Liberal Arts (CCLA). The CCLA is a place for anyone within the Doane community to get feedback and help with any computing project, from setting up an Excel spreadsheet to research using Doane’s supercomputer, Onyx.

Using funding from the National Science Foundation, the team hired a center director whose duties included packaging CCLA program elements for broad implementation in a “computing center in a box.” Like writing centers across the nation, the CCLA is fueled by peer-to-peer support. Peer instructors develop short tutorials and guides on common computing needs, provide support via a Slack workspace and email address, and provide face-to-face support in the learning commons. The CCLA is now in its third year. A quarter of DIVAS scholars have served as peer consultants and one former scholar is the current training manager for 11 new consultants. Individuals majoring in six different disciplines have utilized its services. The center is growing steadily as the campus community becomes more familiar with its goal. The CCLA team has reached out to the humanities and social sciences departments to support their computing needs as well.

**Introductory Biology and Chemistry Courses:** The DIVAS team has brought computational thinking through image analysis into introductory biology and chemistry courses in two ways. First, we designed an image processing module for general chemistry students to investigate the hydrophobicity of materials by measuring the contact angle of a drop of water upon them. Students take pictures of the water droplets using their smartphones and then use ImageJ, an open-source and widely used image analysis and processing tool, to manually measure the angle of incidence from each image. This module has now been used for over five years.

Second, in an inquiry-based introductory biology course, mostly first-year students used a Google Colab notebook written by former DIVAS scholars to analyze images from a system to measure bacterial movement toward molecules (chemotaxis). A drop of agarose containing a test molecule or saline (control) is added to the center of each well in a six-well plate. The solid agarose droplet is then surrounded by stained *E. coli* in saline. Images are taken over time using flatbed scanners. Students first use ImageJ to develop their own strategies for measuring the change in cloudiness around the agarose plug over time (an indication that chemotaxis has occurred). Completely novice coders then review the code in the Colab notebook by drawing out a...
flowchart of what they see the code doing. When students were unsure of how the code was functioning, they tried changing part of it to see what effect it had. As a group, the class added clarifying annotations and create a full code map. From there, students used this code and modified parameters as needed to measure the change in cloudiness around the agarose plugs in their own well plates. This intervention is now in its second year.

**Teacher Training Workshop:** Finally, Nebraska high school teachers used another Google Colab notebook written by former DIVAS scholars last summer. Scholars wrote this code to measure the height and density of invasive grass growing in pots. The grass system provides a variety of angles to engage students in inquiry-based learning and to learn about asking questions, designing experiments, and analyzing and representing data. Teachers explored the pros and cons of manual measurements. They then studied the image-based approach to taking similar measurements by creating their own code maps as they worked through the Colab notebook. As teachers worked through the code, they identified other ways to take the same measurements and how to test the code to confirm it was functioning. Most of these teachers had never coded. Nevertheless, within a couple of hours, they learned to use the notebook. Further, they could evaluate it for use in the classroom both as a measurement tool and as a source of inquiry-based curriculum.

**BROADENING THE ALLIANCE**

Over the three years of the pilot study, we have learned a lot about how to support self-efficacy in computing early in a student's college career. The pilot data and anecdotal experiences alone might inspire other schools to try similar approaches. However, we still need to test the DIVAS program interventions across institutional types and different student populations. Broader implementation of all or part of DIVAS program elements will also help us identify its most critical parts. Teams wanting to implement a more streamlined program could implement just those elements with success. A broader DIVAS alliance will provide additional opportunities for students to collaborate, build their skills, and strengthen the community of practice. We also hope to expand the teacher training workshops, including both secondary and undergraduate educators. These workshops would use the training of trainers (ToT) model, empowering educators to integrate DIVAS interventions into their classrooms and research labs.

**DISCUSSION**

We have long needed to find ways to infuse computational thinking, coding, and the use of scientific software into natural and physical science undergraduate education. Our experience with the DIVAS project, our pilot study, and the additional opportunities it fostered suggest that this can be done in many environments friendly to a community of practice approach. We have seen how a community can change the way students view computing from a specialized, esoteric skill to a set of tools anyone can learn to use. We have seen that novice learners can learn to use computational tools to solve problems relevant to their disciplines, gaining confidence in computational skills, and highly desirable workforce skills. As DIVAS program elements are adopted at other institutions, we will see this impact more clearly.
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</tr>
<tr>
<td>12 June</td>
<td>WoWMoM (IEEE Int’l Symposium on a World of Wireless, Mobile and Multimedia Networks) Boston, USA</td>
</tr>
<tr>
<td>17 June</td>
<td>CVPR (IEEE/CVF Conf. on Computer Vision and Pattern Recognition) Virtual Conf.</td>
</tr>
<tr>
<td>21 June</td>
<td>CHASE (IEEE/ACM Conf. on Connected Health: Applications, Systems and Eng Technologies) Orlando, Florida, USA</td>
</tr>
<tr>
<td>22 June</td>
<td>CBMS (IEEE Int’l Symposium on Computer-Based Medical Systems) L’Aquila, Italy</td>
</tr>
<tr>
<td>23 June</td>
<td>ICIS (IEEE/ACIS Int’l Conf. on Computer and Information Science) Wuxi, China</td>
</tr>
<tr>
<td>24 June</td>
<td>LICS (ACM/IEEE Symposium on Logic in Computer Science) Boston, USA</td>
</tr>
<tr>
<td>26 June</td>
<td>BSC (Biennial Symposium on Communications) Montreal, Canada</td>
</tr>
<tr>
<td></td>
<td>COMPSAC (IEEE Computers, Software, and Applications Conf.) Torino, Italy</td>
</tr>
<tr>
<td></td>
<td>JCDL (ACM/IEEE Joint Conf. on Digital Libraries) Santa Fe, USA</td>
</tr>
<tr>
<td>28 June</td>
<td>WETICE (IEEE Int’l Conf. on Enabling Technologies: Infrastructure for Collaborative Enterprises) Paris, France</td>
</tr>
<tr>
<td><strong>JULY</strong></td>
<td></td>
</tr>
<tr>
<td>1 July</td>
<td>SSE (IEEE Int’l Conf. on Software Services Eng) Chicago, USA</td>
</tr>
<tr>
<td>3 July</td>
<td>EuroS&amp;P (IEEE European Symposium on Security and Privacy) Delft, Netherlands</td>
</tr>
<tr>
<td>10 July</td>
<td>CSF (IEEE Computer Security Foundations Symposium) Dubrovnik, Croatia</td>
</tr>
<tr>
<td></td>
<td>ICalT (IEEE Int’l Conf. on Advanced Learning Technologies) Orem, USA</td>
</tr>
<tr>
<td>18 July</td>
<td>ICDCS (IEEE Int’l Conf. on Distributed Computing Systems) Hong Kong, Hong Kong</td>
</tr>
<tr>
<td></td>
<td>SCC (IEEE Space Computing Conf.) Pasadena, USA</td>
</tr>
<tr>
<td></td>
<td>SMC-IT (IEEE Int’l Conf. on Space Mission Challenges for Information Technology) Pasadena, USA</td>
</tr>
<tr>
<td>19 July</td>
<td>ASAP (IEEE Int’l Conf. on Application-specific Systems, Architectures and Processors) Porto, Portugal</td>
</tr>
<tr>
<td><strong>AUGUST</strong></td>
<td></td>
</tr>
<tr>
<td>1 August</td>
<td>IRI (IEEE Int’l Conf. on Information Reuse and Integration for Data Science), Bellevue, WA, USA</td>
</tr>
<tr>
<td><strong>SEPTEMBER</strong></td>
<td></td>
</tr>
<tr>
<td>4 September</td>
<td>RE (IEEE Int’l Requirements Eng. Conf.), Hannover, Germany</td>
</tr>
</tbody>
</table>
Do you have a great idea for new programs that will positively impact diversity, equity, and inclusion throughout the computing community?

The IEEE Computer Society Diversity & Inclusion Committee seeks proposals for projects, programs, and events that further its mission. New programs that deliver education, outreach, and support, including, but not limited to, mentoring programs at conferences, panel discussions, and webinars, are welcomed.

Help propel the Computer Society’s D&I programs—submit a proposal today!


Drive Diversity & Inclusion in Computing

Supporting projects and programs that positively impact diversity, equity, and inclusion throughout the computing community.

Donations to the IEEE Computer Society D&I Fund are welcome!