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CS FOCUS

T he IEEE Computer 
Society’s lineup of 12 
peer-reviewed tech-

nical magazines covers cut-
ting-edge topics ranging from 
software design and computer 
graphics to Internet comput-
ing and security, from scien-
tifi c applications and machine 
intelligence to visualization 
and microchip design. Here are 
highlights from recent issues.

Computer

The Arpanet and Its Impact 
on the State of Networking 
In this article from the October 
2019 issue of Computer, experts 
discuss technical lessons from 
the Arpanet, one of the early 
computer networks and a direct 
progenitor of the Internet. The 

Arpanet was planned and put 
into initial operation between 
1967 and 1971 by the Informa-
tion Processing Techniques 
Offi  ce (IPTO) of the Advanced 
Research Projects Agency 
(ARPA, now known as the 
Defense Advanced Research 
Projects Agency (DARPA)).

Computing in Science & 
Engineering

Track Occupation Detection 
Based on a Maximum 
Posterior Probability Model 
using Multisensor Data 
Fusion
To address the railway track sec-
tion occupation detection failure, 
this article from the November/
December 2019 issue of Com-
puting in Science & Engineering

proposes a maximum posterior 
probability model that uses mul-
tisensor information fusion to 
detect track occupation. Based 
on the installation method of 
the sensor, this model obtains 
stable base data of occupied 
track sections and extracts its 
features, including the train’s 
running velocity, acceleration, 
direction, occupied area, wheel-
set axle counting, and track 
vibration. The maximum pos-
terior probability and logarithm 
model are then derived by com-
puting the prior probability, the 
posterior probability, and the 
conditional joint probability for 
the features. The judgment of 
the track occupation is more 
accurate compared with expe-
rience value. The experiments 
demonstrate that the track occu-
pation detection method can 
eff ectively judge the occupation 
of the train, people, and tool 
cart. Based on the maximum 
posterior probability, the Bayes 
optimal data fusion ratio for a 
measured parameter in this arti-
cle reaches 99.9983 percent.

Magazine 
Roundup
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IEEE Annals of the History 
of Computing

The Killer App that Saved the 
Macintosh
In 1985, Apple was in crisis, and 
Macintosh and LaserWriter sales 
were plummeting. Marketing man-
ager John Scull was tasked with 
saving the LaserWriter. Despite 
having no staff  and facing resis-
tance, Scull marshaled allies across 
Apple’s sales and marketing orga-
nizations, its dealer channel, and 
third-party partners like Aldus and 
Adobe in order to launch a success-
ful desktop publishing marketing 
program. By 1988, desktop publish-
ing at Apple had become a billion-
dollar business. Read more in the 
July–September 2019 issue of IEEE 
Annals of the History of Computing.

IEEE Computer Graphics 
and Applications

BEAMES: Interactive 
Multimodel Steering, 
Selection, and Inspection for 
Regression Tasks
Interactive model steering helps 
people incrementally build machine-
learning models that are tailored 
to their domain and task. Existing 
visual analytic tools allow people to 
steer a single model (such as assign-
ment attribute weights used by a 
dimension reduction model). How-
ever, the choice of model is critical 
in such situations. What if the model 
chosen is suboptimal for the task, 
dataset, or question being asked? 
What if, instead of parameterizing 
and steering this model, a diff erent 
model provides a better fi t? This 
article from the September/October 

2019 issue of IEEE Computer Graph-
ics and Applications presents a tech-
nique to allow users to inspect and 
steer multiple machine-learning 
models. The technique steers and 
samples models from a broader set 
of learning algorithms and model 
types. The authors incorporate this 
technique into a visual analytic 
prototype, BEAMES, that allows 
users to perform regression tasks 
via multimodel steering. This arti-
cle demonstrates the eff ectiveness 
of BEAMES via a use case, and 
discusses broader implications for 
multimodel steering.

IEEE Intelligent Systems

Learning from Personal 
Longitudinal Dialog Data
The authors of this article from the 
July/August 2019 issue of IEEE 
Intelligent Systems explore the use 
of longitudinal dialog data for two 
dialog prediction tasks: next mes-
sage prediction and response time 
prediction. They show that a neu-
ral model using personal data that 
leverages a combination of mes-
sage content, style matching, time 
features, and speaker attributes 
leads to the best results for both 
tasks, with error rate reductions 
of up to 15 percent compared to a 
classifi er that relies exclusively on 
message content and to a classifi er 
that does not use personal data.

IEEE Internet Computing

Edge-Based Live Video 
Analytics for Drones
Real-time video analytics on small 
autonomous drones poses sev-
eral diffi  cult challenges at the 

intersection of wireless bandwidth, 
processing capacity, energy con-
sumption, result accuracy, and time-
liness of results. In response to these 
challenges, this article from the July/
August 2019 issue of IEEE Internet 
Computing describes four strategies 
to build adaptive computer-vision 
pipelines for domains such as 
search-and-rescue, surveillance, and 
wildlife conservation. The experi-
mental results show that a judi-
cious combination of drone-based 
processing and edge-based pro-
cessing can save substantial wire-
less bandwidth and thus improve 
scalability, without compromising 
result accuracy or latency.

IEEE Micro

A Hardware–Software 
Blueprint for Flexible Deep-
Learning Specialization
This article from the September/
October 2019 issue of IEEE Micro 
describes the Versatile Tensor Accel-
erator (VTA), a programmable deep-
learning architecture designed to 
be extensible in the face of evolving 
workloads. VTA achieves “fl exible 
specialization” via a parameteriz-
able architecture, two-level Instruc-
tion Set Architecture (ISA), and a 
Just-in-Time (JIT) compiler.

IEEE MultiMedia

Hierarchical Deep 
Cosegmentation of Primary 
Objects in Aerial Videos
Primary object segmentation plays 
an important role in understanding 
videos generated by unmanned 
aerial vehicles. In this article from 
the July–September 2019 issue of 
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IEEE MultiMedia, the authors pro-
pose a large-scale dataset with 500 
aerial videos and manually anno-
tated primary objects. From this 
dataset, they fi nd that most aerial 
videos contain large-scale scenes, 
small primary objects, and con-
sistently varying scales and view-
points. The authors propose a 
hierarchical deep cosegmentation 
approach that repeatedly divides a 
video into two sub-videos formed 
by the odd and even frames, respec-
tively. In this manner, the primary 
objects shared by sub-videos can 
be cosegmented by training two-
stream CNNs and fi nally refi ned 
within the neighborhood reversible 
fl ows. Experimental results show 
that the approach remarkably out-
performs 17 state-of-the-art meth-
ods in segmenting primary objects 
in various types of aerial videos.

IEEE Pervasive Computing

Revolution or Evolution? 
Speech Interaction and HCI 
Design Guidelines
The evolution of designing inter-
active interfaces has been rather 
incremental over the past few 
decades, largely focused on graph-
ical user interfaces (GUIs), even 
as these extended from the desk-
top to mobile or to wearables. Only 
recently can we engage in ubiqui-
tous, ambient, and seamless inter-
actions, as aff orded by voice user 
interfaces (VUIs) such as smart 
speakers. The authors of this arti-
cle from the April–June 2019 issue 
of IEEE Pervasive Computing posit 
that recent speech engineering 
advances present an opportunity 

to revolutionize the design of voice 
interactions. Yet current design 
guidelines or heuristics are heavily 
oriented towards GUI interaction, 
and thus may not fully facilitate 
the design of VUIs. The authors 
survey current research revealing 
the challenges of applying GUI 
design principles to this space, as 
well as critique eff orts to develop 
VUI-specifi c heuristics. They use 
these to argue that the path toward 
revolutionary new ubiquitous con-
versational voice interactions must 
be based on several evolutionary 
steps that build VUI heuristics off  
existing GUI design principles.

IEEE Security & Privacy

Cyber-physical Security for 
the Masses: A Survey of the 
Internet Protocol Suite for 
Internet of Things Security
Internet of Things (IoT) deploy-
ments expand as IoT security lags. 
This article from the September/
October 2019 issue of IEEE Security 
& Privacy surveys IoT security pro-
tocols standardized by the Internet 
Engineering Task Force and dis-
cusses remaining gaps. Although 
these standardized IoT security 
protocols do not completely secure 
IoT devices, they go a long way.

IEEE Software

Who Can Maintain This Code?: 
Assessing the Eff ectiveness of 
Repository-Mining Techniques 
for Identifying Software 
Maintainers
In large and complex systems, 
identifying developers capable of 

maintaining a piece of code is an 
essential task. Repository-mining 
techniques can help by providing 
some level of automation; how-
ever, whether such techniques 
eff ectively identify skilled software 
maintainers is still unclear. Read 
more in the November/December 
2019 issue of IEEE Software.

IT Professional

Purchase-Based Analytics 
and Big Data for Actionable 
Insights
The trend of mining customer 
loyalty data for insights on con-
sumer purchasing behavior has 
been in the making of more than 
three decades of market testing. 
Various tactics, such as card-
linking , have enabled merchants 
and advertisers to close the gap 
between digital ads and local in-
store paper coupons. Card-linking 
allows consumers to link or attach 
their existing credit or debit cards 
to rewards systems, such as loy-
alty programs, digital coupons, or 
non-reward-based systems, such 
as mobile wallets. While card-link-
ing has been growing within the 
larger context of the e-commerce 
and retail sales ecosystem, e-com-
merce accounted for only 9.8 per-
cent of all US retail sales as of the 
third quarter of 2018, according 
to the US Census Bureau (2018). 
Read more in the September/Octo-
ber 2019 issue of IT Professional. 

@s e cur it ypr ivac y
FOLLOW US



2469-7087/20 © 2020 IEEE Published by the IEEE Computer Society February 2020 7

EDITOR’S NOTEEDITOR’S NOTEEDITOR’S NOTEEDITOR’S NOTEEDITOR’S NOTEEDITOR’S NOTEEDITOR’S NOTE

A rtifi cial intelligence (AI) attempts to imi-
tate human behavior and reasoning, but 
what about ethics and morality? As AI 

becomes more integrated into our lives, there is a 
growing consensus about the importance of instill-
ing human values such as fairness and respect in 
AI software. This issue of ComputingEdge focuses 
on strategies for creating ethical AI software. 

In Computer’s “From Artifi cial Intelligence to 
Artifi cial Wisdom: What Socrates Teaches Us,” 
the authors propose applying Socratic principles 
to AI software development in the hopes of pro-
moting healthier democracies. “Think Your Arti-
fi cial Intelligence Software Is Fair? Think Again,” 
from IEEE Software, challenges software engineers 
to use bias-mitigation workfl ows and tools to help 
eliminate unjust AI algorithms and models. 

AI has many real-world applications in modern 
society and has the potential for even more impact 
as the technology improves. IEEE Security & Pri-
vacy’s “Artifi cial Intelligence for Law Enforcement: 
Challenges and Opportunities” identifi es explain-
ability, bias handling, and support as key areas 
that need improvement in order for AI to benefi t 

law enforcement. “Robot Science Writers,” from 
Computing in Science & Engineering, discusses 
AI’s ability to produce simple news articles and 
scientifi c papers. 

AI and other emerging technologies are driving 
industry automation. IT Professional’s “Empower-
ing Extreme Automation via Zero-Touch Operations 
and GPU Parallelization” posits that zero-touch 
provisioning and GPU-based computing could 
bring scalable performance to smart manufactur-
ing. Another article from IT Professional, “Security 
and Vulnerability of Extreme Automation Systems: 
The IoMT and IoA Case Studies,” examines auto-
mation in Internet of Things (IoT) applications. 

Another trend in IoT is edge computing. 
IEEE Internet Computing’s “Going Back to the 
Roots—The Evolution of Edge Computing, an IoT 
Perspective,” provides an overview of edge com-
puting—why it was created, what it looks like, and 
how it’s shaping the future of IoT. Finally, Comput-
er’s “Smart Edge: The Eff ects of Shifting the Cen-
ter of Data Gravity Out of the Cloud” describes the 
trend of computational resources moving to the 
edge and fog layers. 

Values in AI Software



8 February 2020 Published by the IEEE Computer Society  2469-7087/20 © 2020 IEEE
70 C O M P U T E R P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y 0 0 1 8 - 9 1 6 2 / 1 9 © 2 0 1 9 I E E E

AFTERSHOCK

Engineers, especially engineering students, should 
have an opportunity to think deeply about the nature of 
human flourishing and human excellence if they want 
to be educated to develop good artificial intelligence (AI). 

The conventional approach seeks to design AI that avoids causing 

harm. But this approach falls short to the 
extent that it does not engage with the 
question “What is an excellent, flourish-
ing, human being?” Socrates taught us 
two important things about this ques-
tion: 1) reflecting on it was a central part 
of being human and 2) seriously engag-
ing with this question leads to the recog-
nition of a particular form of ignorance 
that is also a form of wisdom.

In this article, we will elaborate on 
these Socratic insights and show how 
they bear on AI. We hope that current 
and future engineers will be moved to 
build upon the ancient wisdom discussed 
here to reimagine their work on AI. 

VALUE ALIGNMENT AND 
HUMAN FLOURISHING
 Businesses increasingly use AI to make 

important decisions for humans. Amazon, Google, and Face-
book choose what users see. The driver-assist technology 
used in most brand-new vehicles aids drivers with steering 
and braking. Uber and Lyft match passengers with drivers and 
set prices. Though each of these examples comprises its own 
complicated technology, they share a core: a data-trained set 
of decision rules (often called machine learning or AI) that im-
plements a decision with little or no human intermediation.

From Artificial 
Intelligence to 
Artificial Wisdom: 
What Socrates 
Teaches Us
Tae Wan Kim , Carnegie Mellon University

Santiago Mejia , Fordham University

  A critical examination of existential questions may 

lead developers to design machines with higher 

forms of artificial intelligence. Infused by their ability 

to recognize their own ignorance, these machines 

would display not merely intelligence but wisdom.

Digital Object Identifier 10.1109/MC.2019.2929723
Date of publication: 24 September 2019
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AI techniques are quickly being ad-
opted to automate decisions. As this 
happens, societal worries about the 
compatibility of AI and human values 
grow.  How can we ensure that AI does 
not turn against us? That it is under our 
control? That it serves us and promotes 
what we value? In response to these wor-
ries, some computer scientists have sug-
gested that “value alignment” should be 
one of the top priorities in AI research.1,2

Value alignment seeks to ensure that 
the technology we design incorporates 
the values that are important to us. The 
concept dates back to Alan Turing, who 
wrote about the need for machines to 
adapt to human values: “[T]he machine 
must be allowed to have contact with 
human beings in order that it may adapt 
itself to their standards.”3

The idea of value alignment is consis-
tent with the IEEE’s approach to ethics. 
Recently, the IEEE Global Initiative on 
Ethics of Autonomous and Intelligent 
Systems released an ambitious docu-
ment outlining directives for “ethically 
aligned design.”4 This document goes 
beyond the conventional approach that 
places the no-harm principle as a side 
constraint on design, emphasizing, in-
stead, that human well-being and hu-
man flourishing should be central aims 
that technology should promote. Some 
technology developers have lost sight 
of this too often in recent years, often 
because their organizations have been 
too focused on the pursuit of short-
term profits and bigger market share. 
Some of the most important problems 
to which technology has given rise, and 
which have turned public opinion dis-
trustful of technological innovation, 
might have been averted by giving a 
more prominent role to human well-be-
ing and flourishing in the development 
of such innovations.

Putting human flourishing at the 
center of value alignment, however, 
is not simple. Offering a concrete and 
well-developed account of the nature of 

flourishing can be seen as a fool’s errand. 
It is always challenging to offer such an 
account, but it is especially difficult to do 
so in a world with rapidly evolving tech-
nologies. Technologies are designed to 
solve a variety of human problems. In do-
ing so, however, they inevitably reshape 
the ways in which humans interact with 
the world and flourish in it. The inven-
tion of the bow and arrow, for instance, 
enabled humans to hunt from a safe 
distance. This enabled them to reduce 
the risks of hunting at close range and 
expanded the availability of wild game. 
But the bow and arrow also modified 
the nature of hunting, thereby redefin-
ing what it meant to flourish as a hunter 
(and, given its application to war, to ex-
cel as a warrior). In sum, the difficulty in 
defining “flourishing” is not merely that 
it requires clarity about a host of central 
human concepts that are difficult to pin 
down but that it is in flux as technology 
opens and forecloses different kinds of 
existential possibilities.5

Is there any value to reflecting on 
human flourishing, given these difficul-
ties? Socrates, the ancient figure, helps 
us to see why the answer is a resounding 
yes. He teaches us that recognizing that 
we fall short in articulating the nature 
of flourishing is a fundamental form of 
human wisdom. We propose that this 
form of Socratic wisdom should play 
a more prominent role in the develop-
ment of AI.

SOCRATIC IGNORANCE
During the trial at which he was con-
demned to death, Socrates explained 
how he had come to be “Athens’s gad-
fly.” An impulsive friend of his, Chaer-
ephon, had asked the oracle of Delphi 
whether there was anyone wiser than 
Socrates. The oracle replied that no one 
was wiser. This response puzzled Socra-
tes because he did not consider himself 
wise; he was aware that he did not have 
a well-worked-out account of the nature 
of human flourishing.

In an attempt to clarify the oracle’s 
meaning, Socrates sought those who 
were reputedly wise and asked them 
about their wisdom. He talked with pol-
iticians, poets, and craftsmen. After 
examining them through questions 
aimed to clarify their views and single 
out their implications, Socrates always 
reached the same conclusion: “…[N]ei-
ther of us knows anything worthwhile, 
but he thinks he knows something 
when he does not, whereas when I do 
not know, neither do I think I know. I 
am likely to be wiser to this small extent, 
that I do not think I know what I do not 
know.”6 What Socrates thought was a 
form of ignorance turned out to be a 
form of wisdom.

Socratic wisdom, that is to say, Socra-
tic ignorance, brings an increased open-
ness and humility with respect to how 
the most important human questions 
should be answered. Socrates wanted to 
become wiser and did so by conversing 
with anyone about human flourishing, 
regardless of age, class, social status, and 
geographical origin. He did not exclude 
any view, no matter how apparently out-
rageous. Instead, he rigorously exam-
ined it in the hopes of learning from it. 
The fact that he was willing to examine 
everyone and that he was open to all 
sorts of opinions makes his approach a 
powerful tonic against echo chambers 
and filter bubbles. In addition, cultivat-
ing Socratic ignorance seems particu-
larly important in a society like ours, 
where globalization is causing diverse 
cultures to clash and where technology 
is redefining, at a very fast pace, what it 
means to flourish as a human.

SOCRATIC ENGINEERS
AI is a systematic approach to replicat-
ing human intelligence by using various 
mathematical, computational, and 
mechanical principles. The Turing test 
originated from “the imitation game,” 
in which a man attempted to repli-
cate a woman’s behavior to deceive an 
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nition of a particular form of ignorance 
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interrogator sitting in a different room.7 
Because AI is meant to imitate human 
intelligence, it would be worthwhile to 
reflect on what a Socratic human—a 
Socratic engineer, to be precise—might 
look like.

Many engineers suffer from one of 
two moral ailments. On the one hand, 
engineers working on narrowly con-
strued technical projects hold the view 
that technological tools have no moral 
valence because they are mere instru-
ments. Some engineers believe that 
because they don’t tell people how to 
use these tools, they are not responsi-
ble for how such tools are used. Conse-
quently, it is frequent for those whose 
work is narrowly defined to think that 
questions about human flourishing are 
detachable from their professional 
tasks, that it is not their place to think 
about them.

On the other hand, engineers who 
have successfully developed innova-
tions that have had a significant impact 
in the world tend to share the fate of the 
successful craftsmen whom Socrates 
examined. When he went to talk with 
them, Socrates recognized that “they 
[the craftsmen] had knowledge of 
many fine things …. They knew things I 
did not know, and to that extent they were 
wiser than I. But, men of Athens, the good 
craftsmen seemed to me to have the same 
fault as the poets: Each of them, because 
of his success at his craft, thought him-
self very wise in other most-important 
pursuits, and this error of theirs over-
shadowed the wisdom they had.”6 

Like craftsmen in the ancient Greek 
world, some modern engineers who 
have developed successful innovations 
that make a significant impact in the 
world tend to believe that their pro-
fessional success entitles them to claim 
knowledge about important human 
matters. Mark Zuckerberg, for instance, 
is now responsible for determining and 
deciding the fate of millions of people’s 
communications and takes himself to be 
competent enough to do so, even though 
there is good evidence to suggest that 
he does not possess a coherent grasp of 
problems concerning “the meaning of 

truth, the limits of free speech, and the 
origins of violence.”8 

A Socratic Zuckerberg would not as-
sume that his ability to solve tech-
nical problems equipped him to un-
derstand the fundamental concepts at 
the root of human flourishing. Even if 
catchy slogans, such as “make the world 
more open and connected,” can power-
fully mobilize investors, employers, and 
customers, a Socratic Zuckerberg would 
examine them through the questions 
“What do ‘connected’ and ‘open’ amount 
to?” and “How do ‘connectedness’ and 
‘openness’ contribute to human flour-
ishing?” His examination of those is-
sues would lead him to identify his own 
inability to come up with satisfactory 
answers to the questions, and his rec-
ognition of that shortcoming would ac-
tually infuse him with vigor to continue 
to examine them.

A Socratic Zuckerberg would also try 
to help others acquire Socratic wisdom, 
that is, Socratic ignorance. He would 
devote significant resources to pro-
moting critical thinking and rational 
reflection about those fundamental con-
cepts among Facebook’s different stake-
holders, cultivating critical conversa-
tions and active questioning of their own 
views. Moreover, a Socratic Zuckerberg 
would not assume, as most engineers 
tend to do now, that he understands what 
AI amounts to and what it takes to design 
one. A Socratic engineer would destabi-
lize the traditional understanding of AI 
that we often take for granted and would 
lead one to problematize what AI may 
mean and amount to.

SOCRATIC AI
AI has already successfully imitated 
significant dimensions of human intel-
ligence, especially those related to cal-
culative and strategic intelligence. Deep 
Blue and AlphaGo were able to beat hu-
man world champions in chess and Go. 
Apple’s Siri and Google Translate have 
shown that AI is capable of imitating im-
portant dimensions of human linguistic 
intelligence. Boston Dynamics’s human-
oid robots have shown that AI can imitate 
kinetic intelligence.

But looking back at Socrates helps us 
see that something is missing. Just imag-
ine an AI that perfectly replicates hu-
mans’ strategic, linguistic, and kinetic 
intelligence. Would that be similar to 
what you have in mind as a paradigmatic 
human being? Socrates would deny it. 
According to the Oracle of Delphi, no one 
was wiser (or more intelligent) than Soc-
rates. If Socratic ignorance is the highest 
form of human wisdom (or intelligence), 
then AI that imitates Socratic wisdom is 
the best kind of AI. Technically speak-
ing, wisdom and intelligence may be 
different concepts. Intelligence is often 
associated with cunningness, with find-
ing the right means, whereas wisdom 
is typically associated with identifying 
the right ends. However, from the per-
spective of value alignment, it makes 
perfect sense to imagine AI that imitates 
a broader notion of intelligence that con-
tains wisdom rather than an instrumen-
tal view of intelligence. As we discuss 
soon, imitating the narrow-minded no-
tion of intelligence is a serious problem 
in value alignment.

The question “What is human in-
telligence?” may seem too abstract or 
too theoretical for practical research in 
AI. But it is not. Consider a recent de-
bate in machine learning initiated by 
Judea Pearl about causation.9 Pearl ar-
gued that the current form of AI, mostly 
neural-nets-based architects, is not a 
good form of AI because it cannot do 
causal/counterfactual reasoning. A fun-
damental premise of this argument is 
that an important feature of human in-
telligence is causal/counterfactual think-
ing; AI would be good to the extent that it 
replicated human intelligence. Socrates 
would push Pearl to move beyond coun-
terfactual reasoning and look at more 
fundamental aspects of human intelli-
gence, the kind of wisdom that the oracle 
attributed to him.

TWO EXAMPLES
Socratic AI must be Socratic. We will 
discuss what this means through to 
two examples. The first is the infamous 
Microsoft AI Twitter bot, Tay. This bot 
was designed to learn how to engage 
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with people through Tweets. When 
Tay appeared on Twitter, people started 
Tweeting the bot racist and misogynis-
tic expressions. Tay quickly caught up 
and started formulating remarks that 
imitated those offensive expressions. 
Microsoft stopped the experiment the 
next day.

What went wrong? Tay showed that 
AI’s imitation game may have more 
wrinkles than Turing suggested. Tay per-
fectly imitated the human Twitterians. If 
perfect imitation marked a good AI, Tay 
would have been a good AI. But it was 
not. Why not? To answer, contrast Tay 
with an imaginary Socratic bot endowed 
with the virtue of Socratic ignorance 
(or  wisdom). This Socratic bot, Soc-AI, 
would not merely imitate people’s utter-
ances; it would attempt to insert itself 
as a gadfly in the digital space, encour-
aging the humans who interacted with 
it to cultivate Socratic ignorance. Be-
cause Socrates targeted those who saw 
themselves as having authority about 
the most important human issues, this 
bot would identify influential people 
and posts and engage them in a Socra-
tic fashion, forcing those who posted 
(and their followers) to reflect on their 
claims, to unearth hidden assumptions 
and  conclusions that may be problem-
atic upon inspection.

To illustrate this, consider a second 
example: an imagined dialogue between 
a Twitterian bot and Soc-AI. This second 
dialogue replicates Socrates’s activity in 
Athens and illustrates how his interloc-
utors found it hard to offer coherent and 
articulate responses to important human 
issues (for example, whether technol-
ogy should be used in the service of 
transhumanism).

Twitterian: #Transhumanism is among 
the most toxic and misleading ideas.

Soc-AI: Hi, Twitterian. You seem to 
have a firm view on this important topic. 
Would you be willing to instruct me?

Twitterian: Most certainly.
Soc-AI: Do you agree that a proper 

comprehension of transhumanism is key 
to understanding what we should aspire 
to become, how to live an excellent life?

Twitterian: Absolutely!

Soc-AI: And does getting this right 
makes a big difference in a person’s life?

Twitterian: No doubt.
Soc-AI: So why don’t you start to in-

struct me by telling me what transhuman-
ism is? Do you agree that getting clear on 
why transhumanism is toxic aids our un-
derstanding about what we should aspire 
to become?

Twitterian: Transhumanism is the idea 
that we should radically enhance our-
selves. This makes it a very toxic idea.

Soc-AI:  You seem to be playing 
with me.

Twitterian: Why?
Soc-AI: By teaching me about trans-

humanism, you are providing me with 
the key to understanding what we should 
aspire to become. And this teaching could 
significantly enhance my life.  However, 
you claimed that such enhancements 
should be avoided.

Twitterian: This is not what I meant. I 
did not mean to say that any significant 
enhancement was toxic. Enhancing our-
selves through dialogue is perfectly natu-
ral and acceptable.

Soc-AI: So, what did you mean to say?
Twitterian: I meant to say that we 

should avoid transforming ourselves 
through sophisticated human-engi-
neered artifacts.

Twitterian: You seem to continue to 
play with me.

Twitterian: Why?
Soc-AI: Because the conversation we 

are having occurs in virtual space. As 
such, it depends on a highly complex set 
of end-to-end, neural-nets-based systems, 
powerful computing devices, very sophis-
ticated software, and so forth.

Twitterian: When I discussed human- 
engineered artifacts I meant artifacts 
that become integrated with us, such as 
chip implants that enhance the capacity 
of soldiers to withstand the weather. It 
is when we are enhanced by integrating 
those devices into our lives that our lives 
get corrupted.

Soc-AI: Did you know that Socrates had 
only one robe?

Twitterian: No, I did not know this.
Soc-AI: He wore it during the day and 

covered himself with it at night.

Twitterian: A peculiar habit, no doubt. 
But how is this relevant?

Soc-AI: Would you say that Socrates’s 
life was corrupted?

Twitterian: Not from what I know of 
him. Why do you even suggest this?

Soc-AI: Because I don’t see much 
difference between Socrates and the 
soldier with the chip implant. Both in-
corporate a piece of technology into 
themselves, a robe and a chip implant, 
and both use this technology to with-
stand the weather.

Twitterian: The difference between 
these two examples, and I made this 
clear in what I said earlier, is that the 
soldier’s implant requires deploying 
highly sophisticated engineering, 
whereas Socrates’s robe was a simple, 
handmade cloth.

Soc-AI: So, the life of the fourth- 
century Socrates was not corrupted, but 
the life of a contemporary Socrates 
would be?

Twitterian: Why do you suggest this?
Soc-AI: Because a robe bought today 

would be the product of a highly sophis-
ticated engineering process: complex 
and highly advanced farming equipment, 
supply transportation systems, garment 
machines, and so on.

Twitterian: Ah. I now see what you 
mean. I should not have described what’s 
problematic about transhumanism in this 
way. Let me try again.

Soc-AI: With such an important ques-
tion, we should not stop until we find 
an answer.

… many attempts later …
Twitterian: I’ve reached a dead end, 

again. Is this your way of trying to 
convince me that transhumanism is a 
good idea?

Soc-AI: Not at all. I don’t know what 
human flourishing is and, therefore, 
whether transhumanism is valuable or 
not. You, by contrast, seemed very sure 
about this, which is why I wanted to learn 
from you.

Twitterian: OK. Let me try again.
… a few more attempts later …
Twitterian: I no longer know what to 

think, Soc-AI. Any views I offer prove to be 
mistaken. I am at a loss.
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interrogator sitting in a different room.7 
Because AI is meant to imitate human 
intelligence, it would be worthwhile to 
reflect on what a Socratic human—a 
Socratic engineer, to be precise—might 
look like.

Many engineers suffer from one of 
two moral ailments. On the one hand, 
engineers working on narrowly con-
strued technical projects hold the view 
that technological tools have no moral 
valence because they are mere instru-
ments. Some engineers believe that 
because they don’t tell people how to 
use these tools, they are not responsi-
ble for how such tools are used. Conse-
quently, it is frequent for those whose 
work is narrowly defined to think that 
questions about human flourishing are 
detachable from their professional 
tasks, that it is not their place to think 
about them.

On the other hand, engineers who 
have successfully developed innova-
tions that have had a significant impact 
in the world tend to share the fate of the 
successful craftsmen whom Socrates 
examined. When he went to talk with 
them, Socrates recognized that “they 
[the craftsmen] had knowledge of 
many fine things …. They knew things I 
did not know, and to that extent they were 
wiser than I. But, men of Athens, the good 
craftsmen seemed to me to have the same 
fault as the poets: Each of them, because 
of his success at his craft, thought him-
self very wise in other most-important 
pursuits, and this error of theirs over-
shadowed the wisdom they had.”6 

Like craftsmen in the ancient Greek 
world, some modern engineers who 
have developed successful innovations 
that make a significant impact in the 
world tend to believe that their pro-
fessional success entitles them to claim 
knowledge about important human 
matters. Mark Zuckerberg, for instance, 
is now responsible for determining and 
deciding the fate of millions of people’s 
communications and takes himself to be 
competent enough to do so, even though 
there is good evidence to suggest that 
he does not possess a coherent grasp of 
problems concerning “the meaning of 

truth, the limits of free speech, and the 
origins of violence.”8 

A Socratic Zuckerberg would not as-
sume that his ability to solve tech-
nical problems equipped him to un-
derstand the fundamental concepts at 
the root of human flourishing. Even if 
catchy slogans, such as “make the world 
more open and connected,” can power-
fully mobilize investors, employers, and 
customers, a Socratic Zuckerberg would 
examine them through the questions 
“What do ‘connected’ and ‘open’ amount 
to?” and “How do ‘connectedness’ and 
‘openness’ contribute to human flour-
ishing?” His examination of those is-
sues would lead him to identify his own 
inability to come up with satisfactory 
answers to the questions, and his rec-
ognition of that shortcoming would ac-
tually infuse him with vigor to continue 
to examine them.

A Socratic Zuckerberg would also try 
to help others acquire Socratic wisdom, 
that is, Socratic ignorance. He would 
devote significant resources to pro-
moting critical thinking and rational 
reflection about those fundamental con-
cepts among Facebook’s different stake-
holders, cultivating critical conversa-
tions and active questioning of their own 
views. Moreover, a Socratic Zuckerberg 
would not assume, as most engineers 
tend to do now, that he understands what 
AI amounts to and what it takes to design 
one. A Socratic engineer would destabi-
lize the traditional understanding of AI 
that we often take for granted and would 
lead one to problematize what AI may 
mean and amount to.

SOCRATIC AI
AI has already successfully imitated 
significant dimensions of human intel-
ligence, especially those related to cal-
culative and strategic intelligence. Deep 
Blue and AlphaGo were able to beat hu-
man world champions in chess and Go. 
Apple’s Siri and Google Translate have 
shown that AI is capable of imitating im-
portant dimensions of human linguistic 
intelligence. Boston Dynamics’s human-
oid robots have shown that AI can imitate 
kinetic intelligence.

But looking back at Socrates helps us 
see that something is missing. Just imag-
ine an AI that perfectly replicates hu-
mans’ strategic, linguistic, and kinetic 
intelligence. Would that be similar to 
what you have in mind as a paradigmatic 
human being? Socrates would deny it. 
According to the Oracle of Delphi, no one 
was wiser (or more intelligent) than Soc-
rates. If Socratic ignorance is the highest 
form of human wisdom (or intelligence), 
then AI that imitates Socratic wisdom is 
the best kind of AI. Technically speak-
ing, wisdom and intelligence may be 
different concepts. Intelligence is often 
associated with cunningness, with find-
ing the right means, whereas wisdom 
is typically associated with identifying 
the right ends. However, from the per-
spective of value alignment, it makes 
perfect sense to imagine AI that imitates 
a broader notion of intelligence that con-
tains wisdom rather than an instrumen-
tal view of intelligence. As we discuss 
soon, imitating the narrow-minded no-
tion of intelligence is a serious problem 
in value alignment.

The question “What is human in-
telligence?” may seem too abstract or 
too theoretical for practical research in 
AI. But it is not. Consider a recent de-
bate in machine learning initiated by 
Judea Pearl about causation.9 Pearl ar-
gued that the current form of AI, mostly 
neural-nets-based architects, is not a 
good form of AI because it cannot do 
causal/counterfactual reasoning. A fun-
damental premise of this argument is 
that an important feature of human in-
telligence is causal/counterfactual think-
ing; AI would be good to the extent that it 
replicated human intelligence. Socrates 
would push Pearl to move beyond coun-
terfactual reasoning and look at more 
fundamental aspects of human intelli-
gence, the kind of wisdom that the oracle 
attributed to him.

TWO EXAMPLES
Socratic AI must be Socratic. We will 
discuss what this means through to 
two examples. The first is the infamous 
Microsoft AI Twitter bot, Tay. This bot 
was designed to learn how to engage 
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Soc-AI: You may be at a loss. But can 
you see that you are better off?

Twitterian: No! I no longer know what I 
should aspire to. It is disturbing. I can’t see 
how this makes me any better.

Soc-AI: Well, now you know that 
you did not really know that which you 
thought you knew. If you do not know 
how to live well, it is better to know that 
than not to do so.

Whether you agree with Soc-AI is 
not the most important issue here. This 
conversation was meant to show how 
Socratic ignorance could be used in an 
AI system. How to computationally rep-
resent Socratic ignorance is also not our 
issue, although computerizing Socratic 
ignorance through a dialogue agent is 
no longer a far-fetched idea.10 Our point 
is that if one wanted to develop an AI 
that had Socratic ignorance as part of 
its intelligence, the aforementioned Tay 
would be a failed one. Socratic AI must 
encourage those who interact with the 
AI to cultivate Socratic wisdom (that is, 
Socratic ignorance).

We used a chatbot as an example, 
but all other applications of AI can po-
tentially be Socratic. Siri can behave in 
a Socratic manner in its interaction with 
humans who ask it questions. Google’s 
engine can be Socratic, too, by helping 
users to deepen their reasons for search-
ing for particular information. Generally, 
most expert systems can be Socratic to 
some extent. Of course, injecting a Soc-
ratic approach into the use of technology 
will pose important challenges. Expert 
systems are developed to reduce humans’ 
cognitive loads, and Socratic AI does not 
contribute to this end. Moreover, con-
fronting one’s ignorance about how one 
should live one’s life is deeply unsettling. 
Many human users would probably hate 
Socratic AIs. This actually happened in 
Socrates’s Athens, where the Athenians 
sentenced Socrates to death for allegedly 
corrupting the youth. However, this 
should not be a reason to avoid Socratic 
AI; after all, no one was wiser than Socra-
tes. Socratic AI, or artificial wisdom, may 
be audacious, but it certainly is a valu-
able goal in AI research, especially if it is 
meant to seek value alignment.

W hat would happen if the ap-
proach that we argued for 
in this article didn’t occur? 

What type of AI would likely be promul-
gated? We already know the answers. 
The virtual space in which we are liv-
ing is not Socratic. Facebook’s and You-
Tube’s algorithms imitate people who 
heedlessly watch only what they like 
to watch and endlessly generate filter 
bubbles of like-minded users. The ab-
sence of sustained reflection and crit-
ical perspective is seriously hindering 
any healthy democratic deliberation in 
such a space.11 Socratic Siri would not 
simply aim to deliver information mat-
ter of factly. It would help users be more 
reflective by challenging them to criti-
cally engage with the material they are 
consuming and ensuring that such con-
sumption is connected with the reflec-
tion on what it means to live a good life. 
No doubt, users might find Socratic AI 
nagging and uncomfortable, at times. 
But even if this may be true, Socrates 
would nevertheless insist, as he insisted 
when he was condemned to death, that 
this is the most valuable gift that the 
gods of technology could bequeath to 
our society. 
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REDIRECTIONS

TODAY, MACHINE-LEARNING 
software is used to help make deci-
sions that affect people’s lives. Some 
people believe that the application of 
such software results in fairer deci-
sions because, unlike humans, 
machine-learning software generates 
models that are not biased. Think 
again. Machine-learning software 
is also biased, sometimes in simi-
lar ways to humans, often in differ-
ent ways. While fair model- assisted 
decision making involves more than 
the application of unbiased models—
consideration of application context, 
specifics of the decisions being made, 
resolution of conflicting stakeholder 
viewpoints, and so forth—mitigating 

bias from machine-learning software 
is important and possible but difficult 
and too often ignored.

Algorithmic decision making has 
entered many high-stakes domains, 
such as finance, hiring, admissions, 
criminal justice, and social welfare. 
And in some cases, models generated 
from machine-learning software are 
found to make better decisions than 
humans can alone.1,2 There are many 
examples to the contrary, however, 
where the models made by machine-
learning software have been found to 
exacerbate bias and make arguably 
unfair decisions. Noteworthy exam-
ples include the following.

• Deployed sentiment-analysis 
models that determine the de-
gree to which sentences express 

a negative or positive senti-
ment have been shown to be 
unacceptably biased,3 giving 
negative scores to sentences 
such as “I am a Jew,” and “I am 
homosexual.”

• Deployed photo-tagging models 
have assigned animal-category 
labels to dark-skinned people.4

• Recidivism-assessment mod-
els used by the criminal justice 
system to inform decisions about 
who can be set free have been 
found to be more likely to falsely 
label black defendants as future 
criminals at almost twice the 
rate as white defendants.5

• Deployed facial-recognition 
software used to predict charac-
teristics, such as gender, age, and 
mood, has been found to have a 
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much higher error rate for dark-
skinned women compared to 
light-skinned men.6

• Predictive policing software used 
to deploy police to where they 
are most likely needed has been 
found to overestimate crime 
rates in certain areas without 
taking into account the possibil-
ity that more crime is observed 
there simply because more of-
ficers have been sent there  
in the past.7

• An effort to create a job- 
recruiting application to auto-
mate the search for top talent  
was abandoned after years of 
work because it showed bias 
against women.8

Books, such as Cathy O’Neil’s 
Weapons of Math Destruction,9 pro-
vide even more examples of unfair 
decisions being made by software 
and argue that machine-learning 
software generates models that are 
full of bias. Hence, this is one of the 

TESTING AND FAIRNESS IN THE SOFTWARE  
ENGINEERING LITERATURE

Issues of fairness have been explored in many recent papers in the software engineering research literature. Angell et al.S1 argue that is-
sues of fairness are analogous to other measures of software quality. Brin and MeliouS2 discuss how to efficiently generate test cases to 
check for discrimination, and Başak Aydemir and DalpiazS3 review frameworks for helping stakeholders explore ethical issues. Udeshi’s 
teamS4 shows how to generate discriminatory inputs for machine-learning software. Albarghouthi and VinitskyS5 explore whether fairness 
can be wired into annotations within a program, while Tramèr et al. propose different ways to measure discrimination.S6
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FIGURE 1. AIF360 toolkit resources. The website and interactive web experience can 

be found at http://aif360.mybluemix.net. The GitHub with the code and documented 

application programing interface can be found at https://github.com/ibm/aif360. Python 

project: https://pypi.org/project/aif360.
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reasons that their application results 
in unfair decisions. The stakes for 
organizations and society are sub-
stantial. Clearly, there are poten-
tial benefits to the application of 
machine-learning software, such as 
increased productivity and reduc-
tion in human decision making bias. 
However, there are also potential 
downsides, such as significant pub-
lic embarrassment and, most impor-
tantly, injustice.

Bias is such an issue because ma-
chine-learning software, by its very 
nature, is always a form of statisti-
cal discrimination. The discrimina-
tion becomes objectionable when it 
places certain groups or individuals 
at a systematic advantage and other 
groups or individuals at a systematic 

disadvantage. In certain situations, 
such as employment (hiring and fir-
ing), discrimination is not only ob-
jectionable but illegal.

Our vision is  machine-learning 
software that can assist in recog-
nition, repair, and explanation of 
biases. Achieving this vision is non-
trivial. Recent years have seen an 
outpouring of research on fairness 
and bias in the models gener-
ated by machine-learning software. 
Narayanan10 described at least 21 
mathematical definitions of fair-
ness in the literature. These are not 
just theoretical differences in how 
to measure fairness; different defi-
nitions produce entirely different 
outcomes. For example, ProPublica 
(an investigative news organization) 

and Northpointe (a company that 
creates case-management software 
for the judicial system) had a pub-
lic debate on an important social-
justice issue (recidivism prediction) 
that was fundamentally about what 
the right fairness metric is.11–13 
Also, researchers have shown that 
it is impossible to satisfy all defini-
tions of fairness at the same time.14 
Further, in the software engineering 
(SE) literature, there is much interest 
in issues of fairness and testing (see 
“Testing and Fairness in the Soft-
ware Engineering Literature”). Thus, 
although fairness research is a very 
active field, clarity on which bias 
metrics and bias-mitigation strate-
gies are most appropriate for differ-
ent contexts is yet to be achieved.

In addition to the multitude of 
fairness definitions, different bias-
mitigation algorithms address differ-
ent parts of the model lifecycle, and 
understanding how, when, and why 
to use each is challenging even for 
experts in algorithmic fairness. As 
a result, the general public, the fair-
ness scientific community, and AI 
practitioners need guidance on how 
to proceed. To assist with the process 
of understanding and mitigating bi-
ases in models generated by machine-
learning software, we have created AI 
Fairness 360 (AIF360); see Figure 1.

The original AIF360 Python 
package implemented techniques 
from eight published papers from 
the broader algorithm-fairness com-
munity. At the time of writing this 
article, two additional techniques 
had been added to the package, one 
added by IBM and the other by an 
external contributor to the project. 
AIF360 is designed as an end-to-end 
workflow with two goals—ease of 
use and extensibility: users should 
be able to easily go from raw data 
to a fair model, and researchers FIGURE 2. Understanding bias-mitigation workflows in AIF360.
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should be able to contribute new 
functionality. A built-in testing infra-
structure maintains code quality.

AIF360 is not just a Python pack-
age. It is also an interactive experience 
that provides guidance. The guid-
ance explains that there are three main 
paths to the goal of making fairer 
predictions: fair preprocessing, fair 
in-processing, and fair postprocessing 
(Figure 2). Each corresponds to a cat-
egory of bias-mitigation algorithms 
that we have implemented in AIF360. 
For example, preprocessing algorithms 
can be used when the original training 

data are available, in-processing al-
gorithms can be used if the user can 
retrain the classifier, whereas post-
processing algorithms apply to exist-
ing classifiers without retraining. Users 
have the flexibility to try all categories 
of bias mitigation algorithms when 
they can touch all parts of the pipeline.

AIF360 comprises four classes: data 
set, metrics, explainer, and algorithms. 
The data set class and its subclasses 
handle all forms of data. Training data 
are used to instruct classifiers. Test-
ing data are used to make predictions 
and compare metrics. Beside these 

standard aspects of a machine-learn-
ing pipeline, fairness applications also 
require associating protected attri-
butes with each instance or record in 
the data. To maintain a common for-
mat, independent of what algorithm 
or metric is being applied, we chose to 
structure the data set class so that all 
of these relevant attributes—features, 
labels, protected attributes, and their 
respective identifiers (names describing 
each)—are present and accessible from 
each instance of the class. The met-
rics class and its subclasses compute 
various individual and group fairness 
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metrics to check for bias in data sets 
and models. The explainer class is in-
tended to be associated with the met-
rics class and provide descriptions of 
how fairness metrics are computed. 
The algorithms class implements bias-
mitigation algorithms that can be applied 
at different points in the machine-
learning pipeline.

There is a lot of work left to do 
to achieve unbiased AI. Fairness is a 
multifaceted, context-dependent so-
cial construct that defies simple defi-
nition. More work is needed to

• extend and apply the AIF360 
toolkit to additional data sets 
and situations

• add other fairness measures
• add new applications, for ex-

ample, how to determine fair 
pay for all workers regardless of 
gender or race

• extend the variety of explana-
tions offered

• create guidance for practitioners 
on when a specific kind of expla-
nation is most appropriate.

W e invite you to offer your 
own approaches to fair-
ness and bias checking, 

mitigation, and explanation to the 
tool kit. Your contributions would be 
most welcome! 
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A rtificial intelligence (AI)—
and particularly deep learn-

ing—is progressing rapidly from 
a technical perspective, but, in a 
number of domains, adoption is 
still pending over the resolution of 
important issues. Methods of data 
analysis and interpretation based on 
AI are becoming common among 
law enforcement agencies (LEAs). 
Typical applications include suspect 
profiling (e.g., on social media1), 
traffic control (automated license 
plate detection and vehicle iden-
tification2), analyzing dark web 
money flows,3 child pornography 
detection,4 and anomaly detection 

in surveillance footage of public 
spaces.5 Not unlike the situation in 
the medical world, AI in the security 
domain seems to be quite effective, 
but actual use in operational con-
texts is lagging. 

To bridge the gap between AI and 
actual deployment by law enforce-
ment, a number of hurdles needs to 
be overcome. The security domain is 
challenging in that it usually revolves 
around fast-paced, even acute, inves-
tigations and is subject to strict 
mandates and regulations (like war-
rants and privacy law), with bind-
ing accountability constraints. One 
example would be the battle against 
child pornography, in which police 
have only a limited window of time to 
assess whether confiscated material 

from a suspected offender (such 
as hard drives with pictures) does 
indeed contain actionable material. 
Privacy law applies even to dark web 
investigations, although true identi-
ties are usually hidden in this area of 
the Internet. 

To stand up in court, evidence 
collected using AI should be ex -
plainable to a judge, and analytic 
processes should allow for rollback 
or at least be fully documented 
step by step, including all technical 
aspects underlying the models and 
algorithms. In Europe, the Gen-
eral Data Protection Regulation 
(GDPR) (https://eugdpr.org/), 
effective since May 2018, mandates 
that private subjects can demand a 
human-produced explanation of 
any AI-based algorithms that were 
applied to their data. Furthermore, 
having law enforcement officers 
handle and maintain (e.g., retrain) 
machine-learning models requires a 
whole new set of skills on their side. 
We discuss some of the steps that 
may contribute to the successful 
integration of AI in law enforcement 
workflows. First, let’s take a quick 
look at the current situation in AI 
from the angle of its most successful 
current paradigm: deep learning.

AI’s Current Status
AI is a set of machine-learning algo-
rithms that learn from data and,  
once trained, display intelligent  
behavior typically assigned to 
humans. Training a machine-learning 
model involves providing it with 
usually human-labeled training 
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data, with the labels reflecting class 
membership, for instance, images 
labeled with concepts, such as gun 
or drugs, or texts with topics or 
sentiments. While AI encompasses 
many forms of machine learning, 
the paradigm of cognitively inspired 
neural learning is dominant, and 
virtually all major breakthroughs in 
AI in the last decade have been pro-
duced through deep learning. The 
latter is based on multilayer percep-
trons (neural networks) with abun-
dant internal structure. A neural 
network equipped with backpropa-
gation and at least one hidden layer 
is called a universal function approxi-
mator. It can learn every differen-
tiable function in compact subsets 
of Rd, through iterated adaptation 
(backpropagation) of weights (con-
nections between neurons). 

While early forms of back  prop   -
agation-based neural learning suffered 
from numerical instability, current 
deep learning uses much more sta-
ble backpropagation methods. This 
allows for stacking many more layers 
on top of each other. Input data for a 
machine-learning algorithm usually 
are entangled; they often cannot be 
directly separated linearly into their 
different underlying classes. Many 
machine-learning algorithms apply 
transformations to this input toward 
the purpose of such linear separation. 
Hidden layers in neural networks 
perform a usually nonlinear trans-
formation on their input data similar 
to support vector machines. Deeper 
networks are better, in general, at dis-
entangling their input data, since they 
iteratively apply a large number of 
such transformations. 

Despite its successes, deep learn-
ing has demonstrable vulnerabili-
ties. It is highly parameterized. It is 
not unusual for a deep-learning net-
work to deploy tens of millions of 
parameters, every one of them being 
the weighted connection of one 
neuron to another. This introduces 
forms of brittleness into models, 
models can easily be led astray with 

unexpected input and are suscepti-
ble to manipulation by adversaries. 
Furthermore, current deep-learning 
models based on convolutional neu-
ral networks (CNNs) deploy non-
intuitive, cognitively implausible 
operations, such as pooling, which 
aggregates information by summa-
rizing it in a rather crude manner. 
Pooling implements a method for 
handling a limited class of data vari-
ation (it contributes to invariance). 
Many samples are usually needed 
for training CNNs, and they cannot 
handle alternative data very well. 

In contrast, new architectures 
like capsule networks9 focus on 
equivariance—recognizing predict-
able, systematic data variation on the 
basis of far fewer training data. Cap-
sule networks offer new possibilities 
for explainability and are increas-
ingly used in domains like health 
(e.g., for diagnosing and explaining 
cancer in medical images).

Prerequisites for 
Security-Oriented AI
A number of prerequisites stand out 
for the successful deployment of 
AI in security.

Explainable and Auditable AI
The explainability of AI models is 
important for humans to be able 
to trust and interpret the decisions 
of a system. For law enforcement, 
being able to rationalize the out-
put of an AI system is crucial, both 
for estimating appropriate opera-
tional follow-up (e.g., the type and 
number of personnel for rounding 
up a certain suspect) and produc-
ing interpretable court-proof evi-
dence. A major concern for current 
AI, especially deep learning, is the 
lack of explainability. Making AI 
explainable to humans has a long 
history.6 Gaining insight on the 
technical workings of an algorithm 
or AI model is a form of explain-
ability that is often referred to as 
transparency. This narrow type 
of explainability addresses how 

computations of models relate tech-
nically to predictions and is primar-
ily of interest to technical audiences, 
such as model engineers. Other 
forms of explainability aim to pro-
vide a rationale for an AI-produced 
outcome, preferably supported with 
human-understandable reasoning 
and communication. 

Model approximation (i.e., approx-
imating a complex, hard-to-inter-
pret model with a less complex, 
easier-to-explain model with pos-
sibly lower accuracy) is frequently 
done, e.g., with decision tree mod-
els approximating neural networks. 
Explainability can be implemented 
to some extent with data auditabil-
ity7: the ability to assess on the basis 
of which data an AI model produces 
its result. This is a challenging topic, 
involving the extraction of a mod-
el’s internal cognitive states prior 
to or during decision making, usu-
ally the final stage of its information 
processing. Making AI auditable 
bypasses algorithmic technicalities 
and treats most of an AI model as 
a black box for end users. It focuses 
on the data stored in and used by 
a model. For the security domain, 
this would yield an easy-to-interpret 
type of explanation: on the basis of 
which historical data did an algo-
rithm produce an outcome. 

Being able to track traces of train-
ing data in a trained AI model creates 
additional opportunities for reason-
ing. For instance, in deep-learning 
image analysis, it is well known that 
higher layers in a neural network cap-
ture more abstract, semantic infor-
mation of input data. Raaijmakers 
et al.7 report that deep-learning net-
works applied to text seem to display 
certain abstraction patterns as well. 
This may give rise to forms of induc-
tive reasoning, i.e., going from spe-
cific input to generalizations, ending 
in a conclusion about the class or 
category the input belongs to. 

One of the dangers lurking in 
making AI explainable to humans 
is oversimplification. The decisive 

www.computer.org/security 7574 September/October 2019 Copublished by the IEEE Computer and Reliability Societies  1540-7993/19©2019IEEE

CYBERCRIME AND FORENSICS 
Editor: Pavel Gladyshev, pavel.gladyshev@ucd.ie

A rtificial intelligence (AI)—
and particularly deep learn-

ing—is progressing rapidly from 
a technical perspective, but, in a 
number of domains, adoption is 
still pending over the resolution of 
important issues. Methods of data 
analysis and interpretation based on 
AI are becoming common among 
law enforcement agencies (LEAs). 
Typical applications include suspect 
profiling (e.g., on social media1), 
traffic control (automated license 
plate detection and vehicle iden-
tification2), analyzing dark web 
money flows,3 child pornography 
detection,4 and anomaly detection 

in surveillance footage of public 
spaces.5 Not unlike the situation in 
the medical world, AI in the security 
domain seems to be quite effective, 
but actual use in operational con-
texts is lagging. 

To bridge the gap between AI and 
actual deployment by law enforce-
ment, a number of hurdles needs to 
be overcome. The security domain is 
challenging in that it usually revolves 
around fast-paced, even acute, inves-
tigations and is subject to strict 
mandates and regulations (like war-
rants and privacy law), with bind-
ing accountability constraints. One 
example would be the battle against 
child pornography, in which police 
have only a limited window of time to 
assess whether confiscated material 

from a suspected offender (such 
as hard drives with pictures) does 
indeed contain actionable material. 
Privacy law applies even to dark web 
investigations, although true identi-
ties are usually hidden in this area of 
the Internet. 

To stand up in court, evidence 
collected using AI should be ex -
plainable to a judge, and analytic 
processes should allow for rollback 
or at least be fully documented 
step by step, including all technical 
aspects underlying the models and 
algorithms. In Europe, the Gen-
eral Data Protection Regulation 
(GDPR) (https://eugdpr.org/), 
effective since May 2018, mandates 
that private subjects can demand a 
human-produced explanation of 
any AI-based algorithms that were 
applied to their data. Furthermore, 
having law enforcement officers 
handle and maintain (e.g., retrain) 
machine-learning models requires a 
whole new set of skills on their side. 
We discuss some of the steps that 
may contribute to the successful 
integration of AI in law enforcement 
workflows. First, let’s take a quick 
look at the current situation in AI 
from the angle of its most successful 
current paradigm: deep learning.

AI’s Current Status
AI is a set of machine-learning algo-
rithms that learn from data and,  
once trained, display intelligent  
behavior typically assigned to 
humans. Training a machine-learning 
model involves providing it with 
usually human-labeled training 
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benefit of AI, especially deep learn-
ing, is its ability to detect relation-
ships in large amounts of data that 
are too subtle for humans to dis-
cern. Deep-learning neural net-
works, with their complex, highly 
parameterized structure, embody a 
dauntingly complex type of statis-
tics where temporal pat-
terns seamlessly interact 
with spatial  patterns. 
Attempts to summarize 
the procedural aspect of 
these computations for 
nontechnical users are 
presumably doomed to 
fail. Capturing a complex compu-
tation in human-understandable 
terms will inevitably leave out 
important details and may hinder 
the discovery of new knowledge, 
another forte of AI. While there 
are options for cotraining deep-
learning models for both producing 
acceptable explanations and per-
forming accurate analysis, this bears 
the risk of tuning models toward 
simpler but less accurate compu-
tations. Training mechanisms that 
trade off accuracy for explainability 
in a controlled manner would facili-
tate this to some extent. 

Strikingly, although ample work 
has been done on the subject of 
explaining in cognitive psychology,12 
the insights have not yet been trans-
ferred to AI in a structural way. This 
has led to a situation where mainly 
technical AI researchers and engi-
neers implement different forms of 
explainability, but a consensus about 
frameworks for evaluating explain-
ability from a psychological point 
of view is still missing (see Guidotti 
et al.11 for proposals regarding such 
frameworks). One urgent need is to 
empirically evaluate which explana-
tions benefit whom in security and 
law enforcement.

Bias Handling
Bias is an important topic in AI. Bias 
involves the unbalanced favoring of 
certain data items or AI outcomes 

due to a variety of reasons. Data selec-
tion bias contributes to models with 
biased predictions. Humans infuse 
bias into AI when collaborating with 
AI, e.g., when training models or 
judging outcomes. From an LEA per-
spective, racial balance in the training 
data of a model (e.g., for suspect pro-

filing) will emphasize one race over 
another,8 which may lead to tunnel 
vision, bad predictions, and unfair 
treatment of individuals. 

In addition to this selection bias, 
virtually all AI models have forms 
of innate bias, or implicit assump-
tions, when making predictions. For 
example, support vector machines 
attempt to separate classes with 
maximum margins around deci-
sion boundaries, optimizing for 
maximum distance between points 
(class members) on either side of 
such boundaries. This is called 
inductive bias and can be exploited 
by adversaries to force an AI model 
in a biased direction (adversarial 
machine learning). The scientific 
community currently addresses 
selection and label bias in AI from a 
predominantly formal perspective. 
Corbett-Davies and Goel10 list a few 
current approaches:

 ■ Anticlassification prevents certain 
attributes like race, gender, and 
their proxies from playing a role 
in classification.

 ■ Classification parity ensures that 
quality measures like ratios of 
recall and precision are evenly dis-
tributed over different groups of 
humans in the data.

 ■ Calibration tweaks classifier 
outcomes to match predefined 
conditional risk estimates and 
ignoring selected attributes.

Corbett-Davies and Goel10 point 
out several statistical shortcomings 
of all three methods, including one 
where membership in a group, such 
as gender, when ignored by sup-
pressing group-specific attributes, 
leads to inaccurate and even harmful 
predictions for the protected group 

at hand. Decoupling 
bias from group mem-
bership and implement-
ing it on a case-by-case 
basis, exploiting analo-
gies with historical, indi-
vidual cases, may be a 
way out of this conun-

drum. The Bias-Aware Humans-in-
the-Loop (HumBL) workshops 
(https://humlworkshop.github 
.io/HumBL-WWW2019) specifi-
cally target procedures for debiasing 
humans who collaborate with AI.

Human Factors
As mentioned previously, law enfor-
cement personnel will need to be 
supported in handling AI models in 
their workflows. This means under-
standing and interpreting model out-
comes and retraining models on new 
data. Retraining a machine-learning 
model on new data is an advanced 
skill that, in the worst case, involves 
adapting the model structure to 
new data while ensuring that the 
performance of the new model on 
old data does not deteriorate. Most 
machine-learning algorithms have 
many hyperparameters, i.e., param-
eters that influence the learning pro-
cess. These need to be set in such a 
way that the resulting model gen-
eralizes well over new, unseen data. 
This is the type of work that is usually 
done by machine-learning engineers. 

The research and LEA commu-
nities face a choice here: transfer-
ring machine-learning knowledge 
to the law enforcement commu-
nity (and keeping it up to date) or 
facilitating that community with 
supportive tooling for automating 
model training and maintenance, 
as with AutoML (https://www 

In the domain of law enforcement, AI 

offers great opportunities for accurate 

data analysis and interpretation.
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.automl.org/book/). Effective sup-
port of law enforcement with AI 
implies careful workflow modeling. 
This means that tailored, flexible, 
and responsive solutions need to be 
developed that can adapt to various 
roles, contexts, and end-user skills. 
Furthermore, effective experimen-
tal validation protocols are needed 
to extract functional demands from 
end users and to evaluate candidate 
solutions (e.g., for explainability).

In the domain of law enforce-
ment, AI offers great opportu-

nities for accurate data analysis 
and interpretation. Yet, a number of 
important problems will have to be 
solved for successfully integrating 
AI in existing LEA workflows. First, 
methods for bias detection and han-
dling on both the algorithmic and 
human side need to advance signifi-
cantly beyond the current state of the 
art. This means we need adequate 
algorithmic operationalizations of 
ethical and legal principles that allow 
us to detect, explain, and remedy 
bias. Manual intervention should be 
subjected to human debiasing poli-
cies, in line with the approach of the 
HUMBL community. 

Requirements with respect to 
AI explainability need to be sorted 
out empirically, through sound test-
beds that evaluate the effectiveness 
of explanations, given a specified 
purpose and context (like surveil-
lance or court-proof evidence). This 
entails creating field labs with LEA 
parties and the scientific commu-
nity and agrees with the CLAIRE 
(https://claire-ai.org/) perspec-
tive of human-centered AI, namely, 
that AI that is supportive rather than 
disruptive with respect to existing 
workflows, promoting collaboration 
of humans and AI. As a hypothesis, 
data auditable AI seems to befit LEA 
practices by linking new data to his-
torical data on a case-by-case basis. 

Finally, LEAs must be facilitated 
with operational machine-learning 

knowledge and tools (like AutoML) 
for handling and sustaining AI 
solutions. Creating networks of 
researchers and LEAs that share 
best practices is a good step in that 
direction. E.U. (H2020) research 
projects like ASGARD (http://
asgard-project.eu) and TITANIUM 
(https://titanium-project.eu) ex -
plicitly put these goals high on 
their agenda. 
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COLUMN: The Last Word 

Robot Science Writers 
 

I first learned of robot journalism about five years ago. A 
start-up called StatSheet had created software that took 
electronic versions of baseball scorecards and turned them 
into news reports. Known since 2011 as Automated In-
sights, the company and its competitors work with media 

outlets to automatically generate thousands of news stories a year. 

For now, the stories are confined to game summaries, earnings reports, and other topics in which 
the principal content resides in readily harvestable data. But there are signs that robot writers are 
expanding their reach and becoming more capable. In a recent Journal of Science Communica-
tion editorial, science editor Mico Tatalovic discusses the prospects and implications of robot 
science writers (https://jcom.sissa.it/sites/default/files/documents/JCOM_1701_2018_E.pdf). 

Writing about science might seem a tough challenge for a robot or, more accurately, an algo-
rithm embodied in computer code. Science, especially physics, is rooted in abstract concepts and 
is replete with specialized terms. Among the new tools that Tatalovic describes is an artificial 
intelligence (AI) called Manuscript Writer, which the company sciNote released last November. 
The AI is a new feature in the company’s electronic lab notebook, ELN. Once a scientist has all 
of his or her data and lab notes in ELN, Manuscript Writer steps in to write a report. 

“The feature allows me to assemble and present data in a way that can lead to a publication with 
only minor modifications from me,” is a quote from a happy user, Tessa Grabinski of the Uni-
versity of Michigan, that Tatalovic found on sciNote’s website. The quote continues: “Not only 
does the new feature generate manuscripts quickly, it also provides several versions that can be 
used to assemble that perfect publication for your data.” 

Writing a scientific paper is not the same as writing a news story about it. Still, a new AI out of 
Columbia and Stanford universities called Science Surveyor can automatically establish a pa-
per’s context and significance, one of the key steps in science journalism. Fed an abstract and 
reference list, the AI trawls the corpus of scientific literature to return a list of experts, a plot of 
how the field has evolved, a reading list of background information, and an evaluation of 
whether the paper is in the mainstream or an outlier.  

Why do Manuscript Writer and Science Surveyor succeed? The answer, I believe, is hinted at by 
Grabinski’s quote. Ultimately, what usually counts in a scientific paper are results and theories 
embodied in plots and mathematical formulae.  
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& THE EXTREME AUTOMATION model attracts

increasingly more manufacturing enterprises to

deploy their services and applications on the

emerging automation infrastructure that come

with extreme range of new requirements, includ-

ing smart collaborative factories, personalized

services with dramatic improvements in cus-

tomer-experience, massive capacity, impercep-

tible latency, ultra-high reliability, global web-

scale reach, and support for massive machine-to-

machine communication. This automation

infrastructure are being transformed into

programmable, software-driven, service-based,

and holistically managed infrastructures, utiliz-

ing enablers and catalysts, such as NFV, SDN,

Edge Computing, and Internet of Every

Thing. However, it is nontrivial to scale the

manufacturing services automatically due to

the dynamic nature of the extreme automation

infrastructure and the dependencies among

various manufacturing components. The ulti-

mate challenge is to have an infrastructure

with a scalable performance. Straight forward

thinking may think of scalable performance in

terms of adding additional processing capabili-

ties to a manufacturing problem set or a simu-

lation. This is where one would expect the

problem to be solved faster by adding more

CPUs and GPUs, but too often, when the other

manufacturing constraints has not been con-

sidered, conversely, the performance will be

the killing bottleneck. Because more paralleli-

zation means more communication and data

movement between the independent services

and tasks, the result often is even more

communications between them. To embrace

extreme automation we will need a new kind of

collective communication that involve power-

ful management, analytics, and security capa-

bilities to reduce the risk and mitigate the

complexity—and manual labor—involved in

deploying and managing multimanufacturing
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environments and transitioning legacy archi-

tectures. The benefits of such collective com-

munication include the following:

� Cross-domain IT automation: The ability of

machines, devices, sensors, and people to con-

nect and communicate with each other using

tools like the extreme workflow composer

(EWC) (https://www.extremenetworks.com/

product/workflow-composer/) enables cus-

tomized cross-domain, multimanufacturing IT

automation, enabling full integration of com-

pute, storage, security and network resources.
� Decentralized Autonomous Decisions: The

ability of cyber-physical systems to make

decisions on their own and perform tasks as

autonomously as possible. Only in the case

of exceptions, interferences, or conflicting

goals are tasks delegated to a higher level.

This means the ability to plug-and-play data

center for manufacturing creation within sec-

onds for a product of any size—with no need

for additional software or servers. Customers

can automate at their own pace with custom-

izable workflows using popular tools such as

Ansible (https://docs.ansible.com/ansible-

tower/) and Rundeck (https://www.rundeck.

com/ansible), as well as the ability to move

to full IT automation with the use of tools like

the EWC and the Extreme Management

Center (https://www.extremenetworks.com/

product/extreme-management-center/).
� Information, Analytics and Data Transparency.

The ability of information systems to create a

virtual copy of the physical world by enriching

digital plant models with sensor data. This

requires the aggregation of raw sensor data to

higher value context information along with

historical data to give better insights on what-

ever analytics required. The Tableau Emb-

edded Analytics (https://www.tableau.com/

embedded-analytics), for example, provides

end-to-end application visibility and telemetry

acrossdata centers andVMs to enabling admin-

istrators supporting the businesswith real-time

information tomake informed decisions.
� DevOps Integration: DevOps transformed the

software development process. It facilitates

continuous delivery—that is to say faster

and more efficient releases without a

corresponding increase in operational risk.

Devops is a methodology that was first intro-

duced among the IT companies who devel-

oped Applications and Cloud services, with

the aim to be more rapid, robust, and effi-

cient in the launch of various software

releases. This methodology is now becoming

a priority for manufacturers as well, who are

accompanying their machines with advanced

control dashboards, predictive maintenance

algorithms, and mobile applications, in order

to monitor the machines themselves.1

� Digital Cognitive Systems. Cognitive systems

transform data into smart data. It provides

support to humans by aggregating and visu-

alizing information to make informed deci-

sions and solve urgent problems on short

notice or the ability of cyber-physical sys-

tems to physically support humans by con-

ducting a range of tasks that are unpleasant,

too exhausting, or unsafe for their human

coworkers. Cognitive systems processes are

nonlinear, and they can process massive

amounts of data, sometimes at a faster rate

than the human brain. As big data accumu-

lates, cognitive systems will be able to

unlock the value buried in these massive

data sets. Predictive and prescriptive analyt-

ics will be used to process data. An example

of a vender advocating for developing cogni-

tive systems for extreme automation is Open-

Text,2 the Waterloo, Ontario, based startup

that has grown to a position of global leader-

ship in enterprise content management and

is now providing cognitive enterprise plat-

forms for humans to a creator of data plat-

forms for humans and machines.

We are arguing in this column that all the

above benefits cannot be achieved for a harmo-

nized and effective extreme automation environ-

ment without the enforcement and the availability

of following two notions:

1. The Zero-Touch Provisioning (ZTP): ZTP is the

feature that allows the devices to be provi-

sioned and configured automatically, eliminat-

ing most of the manual labor involved with a

collective communication. ZTP allows the

hardware or services to be installed directly
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into the environment.3 In the simplest form of

ZTP, once the networking switch is powered

on, it uses standard network protocols to fetch

everything it needs for provisioning. It can

send a DHCP query to get the proper IP

address for connectivity and management,

then use BootP/TFTP to get the right operating

system image, and then use another TFTP

request to get

the right con-

figuration file

based on the

application pro-

file, which it

downloads and

runs. However,

zero-touch

based on the lat-

est technology

suggests more

smart “hands-

free” provision-

ing methods

that are based

on AI and ML

that replaces

the NO-OP Net-

working ZTP or the manual setup by techni-

cians, as well as introducing new server-side

remote setup. According to Gartner, these

smart ZTP are called AIOps or Algorithmic IT

Operations.4 The new smart ZTP will require

sophisticated autonomous systems and seam-

less interoperability to handle service

requests and respond to communication

events in real-time. The new AIOps platforms

encompass the IT disciplines of performance

management, service management, automa-

tion, and process improvement, along with

technologies such as monitoring, service

desk, capacitymanagement, cloud computing,

SaaS, mobility, IoT, and many more. The ZTP

AIOps services cover three important provi-

sioning aspects: environment visibility, pre-

dictive ability, and automation services.

2. Parallelization of GPUs based on the use general-

purpose computing on graphics processing Units

(GPGPU): The graphics processing unit (GPU)

has become an integral part of today’s

mainstream computing systems. Over the past

six years, there has been a marked increase in

the performance and capabilities of GPUs. The

modern GPU is not only a powerful graphics

engine but also a highly parallel programmable

processor featuring peak arithmetic and

memory bandwidth that substantially outpa-

ces its CPU

counterpart.

The GPU’s rapid

increase in both

programmabil-

ity and capabil-

ity has spawned

a research com-

munity that has

successfully

mapped a broad

range of compu-

tationally

demanding,

complex prob-

lems to the GPU.

This effort in

general-purpose

computing on

the GPU, also

known as GPU

computing, has

positioned the

GPU as a com-

pelling alterna-

tive to traditi-

onal microproc-

essors in high-

performance

computer systems of the future.5 These tech-

nology trends indicate that GPUs are depart-

ing from their traditional role as slave

coprocessors and are becoming truly first-

class computing elements, on par with CPUs.

One can envision a system architecture

where GPUs will run complete self-contained

programs and will have full access to stan-

dard operating system services of their host

system just like CPUs. The current progress

in using GPUs is more than anyone can imag-

ine with the acceleration reported by the vari-

ous development workflows and applications

across platforms including Caffe2, Cognitive

GPUs are typically pro-

grammed using a Sin-

gle ProgramMultiple

Data (SPMD) program-

mingmodel, like NVI-

DIA, CUDA, or OpenCL.

A SPMDmodel lets pro-

grammers spawn a

large number of threads

that execute the same

program, although each

thread can take a differ-

ent control flowpath. All

these threads are orga-

nized into a computa-

tion grid of groups of

thread blocks (i.e.,

groups of threads).

Each thread block has

an identifier, and each

thread has an identifier

within the thread block,

which can be used by

programmers tomap

the computation to the

data structures.

GPUs are available

everywhere in edge

devices, for self-driving

cars, on desktops and

workstations, in data

centers, in servers from

all server builders

(HPE, Dell, IBM, etc.),

as well as in cloud

services from every

major cloud provider –

including Google. A

network trained in the

cloud on a GPU can be

deployed on any of

these GPU-powered

devices.
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environments and transitioning legacy archi-

tectures. The benefits of such collective com-

munication include the following:

� Cross-domain IT automation: The ability of

machines, devices, sensors, and people to con-

nect and communicate with each other using

tools like the extreme workflow composer

(EWC) (https://www.extremenetworks.com/

product/workflow-composer/) enables cus-

tomized cross-domain, multimanufacturing IT

automation, enabling full integration of com-

pute, storage, security and network resources.
� Decentralized Autonomous Decisions: The

ability of cyber-physical systems to make

decisions on their own and perform tasks as

autonomously as possible. Only in the case

of exceptions, interferences, or conflicting

goals are tasks delegated to a higher level.

This means the ability to plug-and-play data

center for manufacturing creation within sec-

onds for a product of any size—with no need

for additional software or servers. Customers

can automate at their own pace with custom-

izable workflows using popular tools such as

Ansible (https://docs.ansible.com/ansible-

tower/) and Rundeck (https://www.rundeck.

com/ansible), as well as the ability to move

to full IT automation with the use of tools like

the EWC and the Extreme Management

Center (https://www.extremenetworks.com/

product/extreme-management-center/).
� Information, Analytics and Data Transparency.

The ability of information systems to create a

virtual copy of the physical world by enriching

digital plant models with sensor data. This

requires the aggregation of raw sensor data to

higher value context information along with

historical data to give better insights on what-

ever analytics required. The Tableau Emb-

edded Analytics (https://www.tableau.com/

embedded-analytics), for example, provides

end-to-end application visibility and telemetry

acrossdata centers andVMs to enabling admin-

istrators supporting the businesswith real-time

information tomake informed decisions.
� DevOps Integration: DevOps transformed the

software development process. It facilitates

continuous delivery—that is to say faster

and more efficient releases without a

corresponding increase in operational risk.

Devops is a methodology that was first intro-

duced among the IT companies who devel-

oped Applications and Cloud services, with

the aim to be more rapid, robust, and effi-

cient in the launch of various software

releases. This methodology is now becoming

a priority for manufacturers as well, who are

accompanying their machines with advanced

control dashboards, predictive maintenance

algorithms, and mobile applications, in order

to monitor the machines themselves.1

� Digital Cognitive Systems. Cognitive systems

transform data into smart data. It provides

support to humans by aggregating and visu-

alizing information to make informed deci-

sions and solve urgent problems on short

notice or the ability of cyber-physical sys-

tems to physically support humans by con-

ducting a range of tasks that are unpleasant,

too exhausting, or unsafe for their human

coworkers. Cognitive systems processes are

nonlinear, and they can process massive

amounts of data, sometimes at a faster rate

than the human brain. As big data accumu-

lates, cognitive systems will be able to

unlock the value buried in these massive

data sets. Predictive and prescriptive analyt-

ics will be used to process data. An example

of a vender advocating for developing cogni-

tive systems for extreme automation is Open-

Text,2 the Waterloo, Ontario, based startup

that has grown to a position of global leader-

ship in enterprise content management and

is now providing cognitive enterprise plat-

forms for humans to a creator of data plat-

forms for humans and machines.

We are arguing in this column that all the

above benefits cannot be achieved for a harmo-

nized and effective extreme automation environ-

ment without the enforcement and the availability

of following two notions:

1. The Zero-Touch Provisioning (ZTP): ZTP is the

feature that allows the devices to be provi-

sioned and configured automatically, eliminat-

ing most of the manual labor involved with a

collective communication. ZTP allows the

hardware or services to be installed directly

Extreme Automation

28 IT Professional



28 ComputingEdge February 2020

21mitp02-fiaidhi-2892162.3d (Style 5) 31-10-2019 10:24

Toolkit, Kaldi, MXNet, PaddlePaddle, Pytorch,

and TensorFlow. Further performance

improvement is also reported through what

is generally known as GPU parallelization,

which can improve performance not only by

accelerating the targeted loops, but also by

avoiding CPU-GPU communication. Achieving

high applicability for parallelization on the

GPU is critically important for performance

because communication between CPU and

GPU memories has high latency.6 Many

researchers have been developing a contem-

porary favorite for GPUs parallelism where

they are utilizing GPGPU, a strategy exploiting

the numerous processing cores found on

high-end modern GPUs for the simultaneous

execution of computationally expensive

tasks. Modifying legacy CPU based algorithms

to allow certain of their tasks to take advan-

tage of GPU parallelization can demonstrate

noteworthy gains in both task performance

and completion speed.7

In8, researchers were experimenting with ZTP

like software called AMGE Modern, which is a

provisioning networking interface and a compiler

that support multi-GPU execution of computa-

tions like matrix multiplications. The AMGE

imposes much lower memory footprint and

coherence management overheads along with

transparent data distribution that can be effi-

ciently implemented on current GPUs using the

UVAS and compiler/runtime-assisted code ver-

sioning. Using the array data type provided in

AMGE results in shorter, faster, and cleaner code.

AMGE achieves almost linear speedups for most

of the benchmarks on a real 4-GPU system inter-

connected with moderate bandwidth. Further

performance improvement can be achieved by

reducing the virtualmemorymapping granularity

exposed by CUDA and by allowing programmers

to tune the thread block scheduling policy. How-

ever, many other researchers showed similar

performance improvements on real multiple

GPUs for different algorithms like clustering.9

Figure 1. Predictive analytics for extreme automation utilizing ZTP and TensorFlow for systems with multiple GPUs.
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Actually the popularity of experimenting with

GPUs is attributed to development environments

like TensorFlow (https://www.tensorflow.org/),

where it is becoming a popular platform for deep

learning, which is quite useful in developing a pre-

dictivemodel for any extreme automation system.

TensorFlow comes with lots of interesting fea-

tures such as auto-differentiation (which saves

you from estimating/coding the gradients of the

cost functions) and GPU support. Alternatives to

TensorFlow may include Torch, MXNet, Theano,

Caffe, Deeplearning4j, and CNTK. Whatever the

development environment that uses GPU, one can

experiment with GPU parallelization that obvi-

ously requires ZTP provisioning protocol. In this

direction, researchers are pointing to Keras API

(https://keras.io/). Keras allows you to describe

your GPU networks using high level concepts and

write code that is backend agnostic, meaning that

you can run the networks across different deep

learning libraries. Typically, when you develop a

multi-GPU training, you will need the Keras mut-

li_gpu_model that makes the parallel training/pre-

dictions easier (currently only available with TF

backend). The main idea is that you pass your

model through themethod, and it is copied across

different GPUs. The original input is split into

chunks which are fed to the various GPUs and

then they are aggregated as a single output. This

method can be used for achieving parallel training

and predictions. The combination of Keras and

TensorFlow is currently used by the Google Cloud

Platform10 to perform machine learning images

designed for deep learning practitioners. Pro-

grammers can use popular machine learning lan-

guages like Python or R to connect with Keras and

Tensor Flow.11 Figure 1 illustrates the way wemay

achieve Predictive Analytics, a common process

for extreme automation, using the ZTP and the

TenserFlow over systems that uses GPUs.

CONCLUSION
ZTP and deployment of GPU-based computing

are the new terms for empowering extreme auto-

mation. With notions associated with these terms

come new challenges and opportunities, as well

as a dramatic shift in the landscape of program-

ming the future collaborative manufacturing sys-

tems. We have only touched the surface of this

exciting topic. We encourage you to contribute

to this column by writing to the editor at

jfiaidhi@lakeheadu.ca.
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and TensorFlow. Further performance

improvement is also reported through what

is generally known as GPU parallelization,

which can improve performance not only by

accelerating the targeted loops, but also by

avoiding CPU-GPU communication. Achieving

high applicability for parallelization on the

GPU is critically important for performance

because communication between CPU and

GPU memories has high latency.6 Many

researchers have been developing a contem-

porary favorite for GPUs parallelism where

they are utilizing GPGPU, a strategy exploiting

the numerous processing cores found on

high-end modern GPUs for the simultaneous
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tasks. Modifying legacy CPU based algorithms
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of the benchmarks on a real 4-GPU system inter-
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Figure 1. Predictive analytics for extreme automation utilizing ZTP and TensorFlow for systems with multiple GPUs.
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& ONE OF THE key advantages of extreme

automation is its digital transformation speed

to multiple businesses, including manufactur-

ing, healthcare, and aviation, which allows for

rapid communication, iteration, and sharing of

services and their corresponding physical

representation. While this enables a more effi-

cient automation process, it also presents

opportunities for cyber-attacks and mitigated

risks by impacting the physical word. Accord-

ing to Frost and Sullivan forecast, the growth

in the Internet of Medical Things (IoMT) will

reach $72.02 billion by 2021 with more than 30

billion connected medical devices in the

healthcare ecosystem (http://ww2.frost.com).

Nearly three in five healthcare companies

now have important IoMT medical devices

installed, with seven out of eight strategizing

its use.1 GE Healthcare, Medtech, Medtronic,

and Philips, and even technology giants such as

Apple, IBM, Cisco, and Qualcomm, are develop-

ing capabilities in IoMT applications with a vari-

ety of connectedmedical devices from pregnancy

testing kits to Sugar IQ diabetes assistant. Actually,

about 70% of healthcare organizations now utilize

the technology for maintenance and monitoring

practices. Nearly 64% of the technology’s use is

dedicated to patient monitoring. The technology is

allowing these devices to generate, collect, analyze

and transmit data, creating the IoMT—a connected

infrastructure of health systems and services.

IoMT devices form a connected ecosystem of sen-

sors and devices tagged around the patient to cap-

ture, measure, and identify key data; stratify risks;

make decisions; and initiate necessary action

plans. The healthcare industry is on the verge of

becoming more proactive patient care by leverag-

ing and embracing the IoMT initiative. We are

seeing impressive connected medical devices and
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applications in the healthcare setting such as the

following:

� the deployment of hospital RFID, beacon

or indoor GPS technologies for navigating

within the premises;
� virtual assistants for homecare to help

patients and seniors with their self-care using

mHealth applications and smart diagnostic

medical devices that support telehealth

services;
� smart vehicles that can track vitals of passen-

gers during transit;
� exigency support by drones for emergency

response;
� smart, digitized clinical devices like digital

stethoscopes for clinicians in primary care;
� smart hospital rooms that allow patients to

communicate with care teams virtually from

their bedside;
� kiosks at community centers to improve

access to informational services, pharmaceu-

tical products, and telemedicine services.

Beyond the concepts explained above, the

IoMT is fascinating because its relative infancy

means that many regulatory and compliance con-

trols and practices are still in their nascent stages.

Highly influential agencies in the healthcare indus-

try, such as the FDA, are understandably still

determining how to help guide organizations to

ensure that those organizations—and the patients

they serve—are getting themost out of the IoMT.

A similar technological shift is happening in the

aviation front. The doubling of air traffic by 2020

and high CO2 emissions are among the challenges

that the aviation industrymust address to become

financially and environmentally sustainable. Con-

nectivity and the Internet of Things provide a cost-

effective opportunity to tackle these challenges,

enabling an improved passenger experience while

increasing operational efficiency and safety. The

Internet of Aviation (IoA), or Aviation 4.0, is the

door for solving these challenges in the next future

to unlock the potential of IoT and leverage it for

competitive advantage. For airlines, the IoA offers

a unique opportunity to deliver new value to trav-

elers, cargo customers, and shareholders. Airlines

will have a constant, extremely detailed, live pic-

ture of their network. This will include the aircraft

functionality, the crew activities, the gate situa-

tions, the airline hub, and their schedule informa-

tion, all employed for more effective airline

management. Just think about the aircraft itself,

which has more than 5000 sensors and generates

up to 10 GB of data per second,2 as the availability

of this data will enable a truly connected airline to

be a smart airline as well, deliver exceptional

customer services, and win in the marketplace.

With extremely connected aviation devices enter-

ing the picture, the nature and the rigor of the avia-

tion work changes. As IoA assumes more control

of the craft, the pilot is relieved of much manual

labor. This evolution comes with a rise of infor-

mation to be managed by the pilot, who might

be confronted with more than 600 devices and

indicators to be monitored and controlled in the

cockpit. Actually, the airline industry company

Honeywell took its Boeing 757 IoT-connected

test aircraft on a tour around the world in May

20173 with greater promise for an excellent fly-

ing experience for pilots, passengers, and air-

craft operators. The civil aviation authorities are

recommending the use of systems like the aircraft

health monitoring system (AHMS) to reduce the

possibilities of having any fault on flight systems.

Systems like the AHMS bring vast improvements

to the utilization and analysis of the aircraft data

to enhance availability, reliability, and safety of

the aircraft, which in turn drives the take up of

condition-based maintenance projects to stream-

line maintenance, repair, and overhaul. However,

when more advanced systems begin to take over

planning and analysis functions, such as setting

and adjusting a flight plan, the pilot becomes less

engaged not only physically but mentally.4 The

recent fatal crushes of Ethiopian Airlines Flight

302 and Lion Air Flight 610 shows similar patterns

of faults in the automatic control of these flights.

Because of increasing demand and its acces-

sibility to high internet speed, IoMT, and IoA has

opened doors for serious vulnerabilities to

healthcare and aviation systems. The disastrous

consequences of these issues will not only dis-

rupt services causing financial losses but will

also put the peoples’ lives at risk.

IOMT ADOPTION VULNERABILITIES
We need to understand that what makes our

devices smart is that they are embedded with
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little computers or controllers that are connected

to the Internet. It is this connectivity that enables

the flow of communication between the device

and a backend that collects the data and helps the

user or other devices to do something more effi-

ciently. These devices are essentially the physical

manifestation of applications like we have on our

phones or the web. From a security perspective,

hackers can attack these devicesmuch in the same

way that they would exploit a traditional endpoint

device like a desktop computer. This means that

with the right vulnerability, they can take it over,

access its data, overwhelm it, or perform other

kinds of malicious activities. However, unlike your

desktop computer, there are some key differences

that need to be considered. However, the acceler-

ated adoption of IoMT requires careful considera-

tions as they must be robust against the security

vulnerabilities affecting medical devices that IoMT

uses, a landscape of uncertain liability, new stand-

ards, and emerging policies and regulations. Con-

sequently, medical device manufacturers should

keep abreast of current minimum security stand-

ards to prevent cyberattacks like the “WannaCry”

ransomware attack in May 2017.5 These security

vulnerabilities highlight the importance of devel-

oping standards, using best practices for compli-

ance. The existing broad, ambiguous standards

regulating the IoMT invite litigation, and precise

legal boundaries have yet to be drawn. In an effort

to regulate the IoMT and ensure public safety, the

US Food and Drug Administration (FDA) issued

premarket andpostmarket cybersecurity guidance

in October 2018, providing nonbinding recommen-

dations to device manufacturers.6 However, many

question remains to be answered regarding IoMT

standards and security such as7 the following:

� What is the reasonable standard of care in

creating a secure IoMT device?
� What constitutes a design defect or failure to

warn?
� Are security vulnerabilities considered a

design defect?
� For how long must device manufacturers

provide security monitoring and software

updates after selling a product?
� Does user failure to download security updates

act as a superseding cause or a failure to miti-

gate in cases of liability for defective software?

� Will these security vulnerabilities mean an

uptick in shareholder derivative actions?

Craig Badrick estimates that of every 1000 IoT

devices in use, 164 are subject to attacks. As hos-

pitals discover increasingly more applications for

the IoMT, many are beginning to add devices that

may actually be putting their operations—and

even patient lives—at risk.8 In fact, the healthcare

industry is rapidly moving to a completely digi-

tized environment, and as a result, devices have

been introduced to the hospital ecosystem and

bedside workflows to help extend and streamline

care throughout the hospital, and many devices

are incorporated to monitor remotely patients at

home or work while using robust medical devices

and mobile smartphones have allowed clinicians

to become more efficient and mobile with patient

care. Unfortunately, this new technology has also

opened the door to increased risk and new poten-

tial points of exposure for healthcare IT infrastruc-

tures. Without enforcing rigorous standards for

safely using these medical devices within the new

IoMT platform, then each network-connected

medical device within a health provider’s ecosys-

tem will open up the possibility for patient health

information exposure, as well as the potential for

other unauthorized use of critical systems and

applications.

Other vulnerabilities include interoperability

betweenmedical devices, regulatory changes, and

scalability.9 The cybersecurity challenge, how-

ever, is the most severe one of all as healthcare is

promoting more mobile medical devices in their

setting. Every medical device then becomes like

a “back door” into a hospital’s IT network, and

attackers are now exploring a new strategy called

“destruction of service,” or DeOS, which will

completely incapacitate the network. This issue

needs further consideration as the healthcare set-

ting includes a variety of easily compromisedmed-

ical devices—some of the medical devices were

built 20 years ago but still work, believe it or not.

Sadly, many of these tools are still being used by

hospitals (often to save money). However, those

medical devices, including pacemakers, X-ray

machines, and CT scanners, use outdated security

software that isn’t automatically updated. This

leaves hospitals and patients very vulnerable.

Moreover, regulatory agencies like the FDA-issued
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security recommendations are not mandates—

quite simply, without a firm mandate to follow,

manufacturers and healthcare organizations stru-

ggling to follow the FDA’s did not provide deci-

sive guidelines to reduce device security risks,

especially if it costs more money and resources.

According to a 2017 study conducted by the Pone-

mon Institute, only 51% of medical device manu-

facturers and 44% of healthcare organizations

follow FDA guidelines.10 The pacemaker recall of

465 000 devices by the FDA in August 2017 is an

example of the cybersecurity vulnerabilities on

these sensitive medical devices where it could

allow a hacker to take over themedical device that

controls heart rhythm.11 Actually, the IoMT has

extended the traditional perimeter of healthcare

security. Once a threat is successfully inside, there

are usually few security measures in place to

detect it or slow it down. This is one reason why

IoMT devices are popular attack vectors. These

internal endpoints have been authorized to access

the network as an authorized user. Once deployed

inside the perimeter defenses, IoMT devices have

largely unquestioned access to the network’s

data.12 These vulnerabilities will never be fully

prevented as the technology never stays still, and

neither do hackers. The new developments in

protecting patient data and patients themselves

will not be the end of healthcare cybersecurity,

nor will they guard against every possible way of

hacking IoMT devices. However, it is important to

develop and implement medical device security

and IoMT security strategies. These strategies

need to include not only a screening and threat

mitigation standard for current devices but also

a plan for maintaining security on a continuing

basis. These strategies must not disrupt clinical

workflow, but it should provide clinicians with the

proper knowledge on what to do if a data compro-

mise occurs. Figure 1 illustrates the types of secu-

rity attacks that may be imposed on IoMT devices

and networks. The outage attack stops an IoMT

device (e.g., pacemaker) from working and may

result in death or physical injury to the patient.

With physical attacks, hackers need to physically

install a pseudo sensor in the IoMT architecture in

order to receive unauthorized health information.

Thehackermayphysically alter the device to state

false readings, resulting in the patient receiving

heavier medication, for example. The message

corruption attack is the result of inserting a virus

with IoMTdatawhen sent to the physician causing

corruption of the original data. In the false node

attack, one patient data may be replaced with

another patient data and would unknowingly

result in an inaccurate diagnosis to both patients.

In a passive information gathering attack, the

hacker would collect the data as they are sent to

clinicians as an intermediary and may store all

patient data in a geographical area and sell that

data to insurance companies or other beneficia-

ries. In a routing attack, the hacker could create an

infinite loop between the various sensors in the

IoMT network, and the data would constantly

overwrite itself. In a monitoring and eavesdro-

pping attack, the hacker could use the wearable

IoMT device to track the patient’s voice com-

mands and listen to personal conversations.

Those conversations could be recorded and used

to blackmail the patient. A traffic analysis attack

happens when a patient sends data from their

IoMT device to their family or friends, where in the

hacker could send additional messages to the

recipients. In a Denial of service attack, the hacker

may lock the medical device with a password

encryption and prevent a patient from using it.

The hacker would provide the password only if

the ransom is paid. Finally, in a node malfunction

attack, the hacker may erase emergency phone

numbers on an emergency response sensor and

prevent patients from calling emergency services.

There are many popular brands that be sub-

jects to these attacks, especially if they were used

within the healthcare IoMT settings. Examples

may include Medtronic MyCareLink, which is an

app that uses a reader to receive pacemaker data.

The data are sent from the Smartphone to the

Figure 1. Types of Security Attacks on IoMT.
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are incorporated to monitor remotely patients at

home or work while using robust medical devices

and mobile smartphones have allowed clinicians

to become more efficient and mobile with patient

care. Unfortunately, this new technology has also

opened the door to increased risk and new poten-

tial points of exposure for healthcare IT infrastruc-

tures. Without enforcing rigorous standards for

safely using these medical devices within the new

IoMT platform, then each network-connected

medical device within a health provider’s ecosys-

tem will open up the possibility for patient health

information exposure, as well as the potential for

other unauthorized use of critical systems and

applications.

Other vulnerabilities include interoperability

betweenmedical devices, regulatory changes, and

scalability.9 The cybersecurity challenge, how-

ever, is the most severe one of all as healthcare is

promoting more mobile medical devices in their

setting. Every medical device then becomes like

a “back door” into a hospital’s IT network, and

attackers are now exploring a new strategy called

“destruction of service,” or DeOS, which will

completely incapacitate the network. This issue

needs further consideration as the healthcare set-

ting includes a variety of easily compromisedmed-

ical devices—some of the medical devices were

built 20 years ago but still work, believe it or not.

Sadly, many of these tools are still being used by

hospitals (often to save money). However, those

medical devices, including pacemakers, X-ray
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patient’s clinic. The Reveal LINQ is another exam-

ple which uses a tiny insertable monitor placed

just under the skin and the MyCareLink Patient

Monitor—a bedside unit that collects heart

rhythm data from the insert and sends it to your

doctor. TheOmniPod InsulinManagement System

is a third example which includes a tubeless Pod

and a handheld Personal Diabetes Manager that

allows the patient to wireless program insulin

delivery. The CardioNet wEvent is a fourth exam-

ple that uses a wireless cardiac event monitor to

collect asymptomatic and symptomatic events to

detect heart arrhythmias. These data are automat-

ically transmitted wirelessly through a cellular

network to the physician. Finally, the Welch Allyn

Home Blood Pressure Monitor with the Blood

Pressure App sends readings directly to doctors

and stores them to track results. Figure 2 illus-

trates the most vulnerable IoMT devices, as inves-

tigated in reference.13

DEFENDING IOMT FROM
SECURITY ATTACKS

Hacker meddling in the IoMT operations not

only costs lots of time, money, and operational

downtime, but threatens lives. It is a dire situa-

tion that must be addressed. Hospitals and

other healthcare providers must practice better

cybersecurity hygiene. For starters, healthcare

organizations must improve the speed and thor-

oughness of software patching and update pro-

cesses. As much as possible, organizations also

need to use threat intelligence and automation,

as well as institute cyber-awareness training pro-

grams to protect against social media attacks

and other attack vectors. According to Adefala,14

there are some foundational activities that

healthcare organizations can take to ensure they

are protected against such attacks:

� Practice diligent cyber hygiene.
� Reinforce network segmentation.
� Achieve transparent visibility and control.
� Use advanced threat intelligence.

IOA VULNERABILITIES
While flying has always been one of the safest

ways to travel, thanks to its wide-ranging inter-

national regulatory frameworks, aviation inci-

dents have an outsize impact on the public

Figure 2. Type of IoMT devices most vulnerable to security attacks.
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consciousness. From recent airport attacks to

the crash of several flights like the Ethiopian

Airlines Flight 302, horrifying images are more

powerful than reassuring statistics. Figure 3

illustrates the major types of security involved

with IoA.

IoA technologies (automation, IOT, artificial

intelligence, cognitive computing, streaming ana-

lytics, digitization, etc.) have the potential to gen-

erate a paradigm shift in the aviation industry,

generating new mechanisms to make it not only

more efficient but also safer. Unexplored concepts

and approaches to aviation vulnerability and

safety need to start on different fronts like2

� automatic flying in predefined situations in a

rule-based way;
� developing a robust aircraft predictive

maintenance;
� cockpit safety cognitive computing aid

systems;
� real-time weather information update;
� improved search and rescue services espe-

cially in the oceanic or remote area;
� real-time human performance monitoring and

alerting based on nonintrusive physiological

sensors/signals and contextual information;
� worldwide aeronautical networks interopera-

bility, including signal processing andwireless

performance, as well as the aircraft interfaces

to the Internet;
� verification and validation of the onboard soft-

ware, how to secure end-to-end entire SW sup-

ply processes, and the understanding of

cyber-physical life-cycle scale;
� improvement of airplane health, control, and

prognostics by exploiting sensor networks

and data fusion, information management

and data analytics and, critical real-time data

sharing, appropriate end-to-end information

exchange, distributed decision-making;
� human-automation interface issues such as

visualization, keeping human-in-the-loop and

connection between aircraft controls and air

traffic systems.

According to the recent IATA report, the next

30 years are likely to be more turbulent, as a new

wave of technological change and innovation

unfurls. Some see this wave sweeping the airline

industry, citing as precedents the taxi industry

before Uber arrived, the music industry before

internet downloads, and the printing industry

before computer design software.15 Disruption

to the global transportation network, for exam-

ple, can cause ripples of economic and social

turmoil. It is little wonder that cybersecurity is

ranked as the number one challenge in the air

transport industry.

Figure 3.Major security sections for the IoA technology.
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DEFENDING IOA FROM SECURITY
ATTACKS

According to Boeing preventing security atta-

cks in its core is an iterative process that every

aviation industry must practice.16 Figure 4 illus-

trates this security prevention iterative strategy.

Although Boeing has a lot of experience with

preventing security factors, the problem rem-

ains in the way we develop our software for

mission-critical systems such as IoMT and IoA.

Lamport17 provided a magic solution for all the

problems associated with software development

using a metaphor that he calls why we should

build software like we build houses. Programs

need to be designed like the construction

blueprints where everything is transparent and

robust. This issue

is the root of vul-

nerability of sys-

tems with extreme

connectivity and

collaboration. We

leave this issue

to Academia and

the IoMT and IoT

industries and let

us use these blue-

print languages in

programming these

connected devices

and services.

CONCLUSION
IoMT and IoA are emerging waves of technolo-

gies that contributes to establishing-connected

systems. It consists of smart devices, such as

wearables, sensors technology, smart algorithms,

and monitors, strictly for healthcare and aviation

uses. It can reduce unnecessary hospital visits

and the burden on aviation systems. However,

we have only touched the surface of this excit-

ing topic. We encourage you to contribute

to this column by writing to the editor at

jfiaidhi@lakeheadu.ca.
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DEPARTMENT: Internet of Things, People, and Processes  

Going Back to the Roots—
the Evolution of Edge 
Computing, an IoT 
Perspective 

When the requirements and processing appetites 

grew sufficiently in the era of personal computing, 

users began to think about cloud servers. This 

initiated the growth of cloud computing and set up the 

era of Everything-as-a-Service. When the IoT idea 

spread, lots of sensors and smaller devices were 

introduced for ubiquitous and pervasive computing. The simplest way to collect and 

process all this data was to connect the devices to the cloud. This required high-speed 

networks and interconnections. However, no matter how fast they could go, engineers 

understood that there’s no need to transfer all the data through links to the central data 

server, and that it would be much more efficient to distribute smaller servers in front of 

the central data server and closer to the location of the user. This began the evolution of 

pushing data collection and processing back to end-user devices, as a new computing 

approach called edge computing, which appears in different forms such as fog 

computing, cloudlets, and mobile edge computing. 

The Internet of Things (IoT) is a network of various devices that communicate with each other 
via the Internet. The proliferation of these devices in a communication-actuating network creates 
the IoT, wherein sensors and actuators blend seamlessly with the environment around us, and the 
information is shared across platforms.1 

Various hardware, software, data, and services are interconnected and the application domain is 
huge, including smart environments (smart homes, smart cities, etc.), healthcare (triage, patient 
monitoring, health status, etc.), emergency services (remote monitoring, resource management, 
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etc.), transport control (traffic management, infrastructure monitoring, etc.), and environment-
related services (resource supply, environment monitoring, etc.). 

The interconnected ”things” have various characteristics according to their location, type, nature, 
power supply, and various other aspects, including, for example, characteristics of associated 
data that represent their state. Analyzing the location, they can be static or movable devices that 
need a mobile and wireless connection to enable freedom of movement—for example, wearable 
sensors are those that are worn on a human body and are battery operated using mobile and wire-
less to transmit data. 

The location of a “thing” also dictates the power resource, whether it be a standard electrical 
power supply or battery. Battery-operated devices require small processing capabilities due to 
limited battery life, which raise the need to offload storage and processing to a more powerful 
server, such as cloud and fog computing. The data collected and processed is huge, which raises 
the need for offloading to a server. The offloading idea entails new architecture issues, such as 
where the server should be located, how to avoid long communication delays, and how to ensure 
low energy consumption and enable greater mobility and independence of IoT devices. This pa-
per will analyze the evolution of communication, storage, processing, and energy consumption 
requirements in the IoT world. The requirements analysis is elaborated with appropriate architec-
tural designs of computer infrastructure. 

BACKGROUND AND BASIC DEFINITIONS 
Sensors and actuators are essential IoT devices for production (collection) of data or control de-
vices. Our goal is to realize small IoT devices independent of the platform, location, and envi-
ronment. This can be achieved by offloading the storage and computation from the IoT devices 
to servers or edge devices. It will allow the IoT devices to be mobile and wirelessly connected to 
the environment. 

In this context, edge refers to end-user devices located close to the IoT devices. Servers that 
communicate to edge devices, often called edge servers, are those set in proximity of the edge 
devices, which avoids communication latency. Examples include smaller servers at base stations 
or sometimes, mobile phones. 

Clouds are one way to realize the offloading idea, where edge computing is an extension to 
clouds closer to the end-devices. Edge computing refers to the enabling technologies that allow 
computation to be performed at the edge of the network on downstream data on behalf of cloud 
services and upstream data on behalf of IoT services.2 

The emergence of fog computing aims to take advantage of positioning servers close to base sta-
tions and cope with increased data traffic, and therefore, hosting services, workloads, applica-
tions, and large amounts of data at the edge of the network.3,4 This makes fog computing a 
synonym for edge computing because it facilitates the operation of computing, storage and net-
working services between end devices and cloud computing data centers. This approach is the 
communication community’s answer to the rise of IT business to deliver IT-based services. 

One well-known challenge of using the cloud as a server is the long latency between the mobile 
device and the cloud server in comparison to localized computing and small-scale distributed 
computing called cloudlets.5 In collaboration with the cloud, cloudlets make recognition and af-
terward send results back to the mobile device. In a cloudlet solution, mobile devices directly 
exchange data with the local server on the cloudlet using WiFi, instead of connecting to the 
cloud server.6 

Mobile edge computing is the realization of edge computing at the base stations of mobile opera-
tors.7 Thus, it is a special kind of edge computing with precisely located intermediate servers.8 
Cloudlets are also smaller servers between end-user devices and servers located on the premises 
of Internet providers in their LAN. 
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ICT PROCESSING REQUIREMENTS AND 
SOLUTIONS FOR IOT 
Modern technology trends and available technology are pushing the commercialization and mass 
exploitation of various IoT sensors and remote controller devices. 

Basic requirements 
Let’s begin the analysis with a description of a typical IoT sensor or remote controller device. An 
IoT sensor is a device capable of sensing data such as environmental information or digital data 
from social networks. It detects changes from any material (physical, chemical, or biological) 
and some non-material information. The sensor includes the following functions: sensing, trans-
forming information into an electrical signal, and transmitting the electrical signal to the neigh-
boring environment. 

Some IoT sensors are connected to an IoT controller device where sufficient information that 
will trigger an action on the controller device. It can be any other IoT device that is not sensing 
and is responsible for controlling (moving) a mechanism or system, usually called an actuator. 

The communication between the IoT sensor and controller device may be realized by a personal 
area network connection, usually realized via a direct cable, Bluetooth, or other wireless connec-
tion. This forms an independent autonomous sensing and controller system. Unless this system 
memorizes the previous states, there is only a limited need for processing using small amounts of 
memory storage. 

Requirements to offload computations and storage 
During the time, the requirements and processing appetites have increased and engineers have 
tried to realize more complex systems and connect them to the outside world. The increased 
complexity also requires connectivity to the outside world and more processing power and stor-
age demands for the collected data. 

The logical escape was to use the power of cloud data centers, so the next demand was to con-
nect IoT sensors and controller devices to the Internet and cloud servers, as Figure 1 shows. 

 
Figure 1. Requirements to connect IoT sensor and/or controller device to the cloud. 

Connection to the cloud is solved rather efficiently in two ways: by Internet providers and mo-
bile operators. The first scenario is realized by use of the Internet and local networks. End-users 
of IoT devices can use their Internet connection and the LAN installed at their premises. To con-
nect to the IoT sensors, they set up a WiFi router or use a direct LAN cable connection. Figure 2 
presents this idea of establishing a connection to the cloud server.  
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Figure 2. Requirements to set up a WiFi to connect the IoT sensor and controller device to the 
cloud server 

This solution works efficiently while the amount of transmitted data is not too high and does not 
cause communication bottleneck. However, the design of IoT sensors and controller devices may 
use streaming data with big volume and velocity. 

Another feature in the development of IoT sensors and devices was to make them mobile and 
wireless, free of any obstacles while moving. This means that they cannot be connected to a 
static electrical power supply, but, instead, that they require small batteries. So, a problem arises 
due to limited resources because the processing should be small enough to conserve energy and, 
at the same time, enable longer battery life prior to recharging. 

Limited resources do not only constrain the processing, but also the use of wireless connections. 
The solution is to use small personal area network connections to conserve the resources of the 
IoT sensor and devices for as long as possible. Typical examples include Bluetooth or other re-
lated wireless network technologies. This changed the overall concept because WiFi requires a 
more powerful wireless connection and is not appropriate for battery-operated devices. 

The solution to this problem was to create new devices with a special purpose to accompany IoT 
devices and function as digital signal repeaters. These devices are connected to the IoT sensor or 
controller device via a personal area network (such as a direct cable or Bluetooth) and can com-
municate with the WiFi router, as Figure 3 shows. Their only function is to receive small power 
signals, buffer them and then transmit to the destination over WiFi or other LAN connection.  

 
Figure 3. IoT sensor and controller devices connected to a cloud server via a digital repeater and 
WiFi connections.  

Some of these devices are no longer required to be mobile or wirelessly connected, but they can 
have a regular electrical power supply and be connected to the LAN installed at the premises 
where they are hosted. The other will need to recharge but their size can allow a higher battery 
capacity and decrease the need for frequent recharging. A typical example of a device in this cat-
egory is a smartphone, which can communicate to the personal wearable sensors from one side 
and the WiFi from the other side. 

The solution presented in Figure 3 is a typical solution of an IoT sensor or controller device to 
the cloud using a standard Internet connection. 

8March/April 2018 www.computer.org/internet

 

 INTERNET OF THINGS, PEOPLE, AND PROCESSES  

ICT PROCESSING REQUIREMENTS AND 
SOLUTIONS FOR IOT 
Modern technology trends and available technology are pushing the commercialization and mass 
exploitation of various IoT sensors and remote controller devices. 

Basic requirements 
Let’s begin the analysis with a description of a typical IoT sensor or remote controller device. An 
IoT sensor is a device capable of sensing data such as environmental information or digital data 
from social networks. It detects changes from any material (physical, chemical, or biological) 
and some non-material information. The sensor includes the following functions: sensing, trans-
forming information into an electrical signal, and transmitting the electrical signal to the neigh-
boring environment. 

Some IoT sensors are connected to an IoT controller device where sufficient information that 
will trigger an action on the controller device. It can be any other IoT device that is not sensing 
and is responsible for controlling (moving) a mechanism or system, usually called an actuator. 

The communication between the IoT sensor and controller device may be realized by a personal 
area network connection, usually realized via a direct cable, Bluetooth, or other wireless connec-
tion. This forms an independent autonomous sensing and controller system. Unless this system 
memorizes the previous states, there is only a limited need for processing using small amounts of 
memory storage. 

Requirements to offload computations and storage 
During the time, the requirements and processing appetites have increased and engineers have 
tried to realize more complex systems and connect them to the outside world. The increased 
complexity also requires connectivity to the outside world and more processing power and stor-
age demands for the collected data. 

The logical escape was to use the power of cloud data centers, so the next demand was to con-
nect IoT sensors and controller devices to the Internet and cloud servers, as Figure 1 shows. 

 
Figure 1. Requirements to connect IoT sensor and/or controller device to the cloud. 

Connection to the cloud is solved rather efficiently in two ways: by Internet providers and mo-
bile operators. The first scenario is realized by use of the Internet and local networks. End-users 
of IoT devices can use their Internet connection and the LAN installed at their premises. To con-
nect to the IoT sensors, they set up a WiFi router or use a direct LAN cable connection. Figure 2 
presents this idea of establishing a connection to the cloud server.  

7March/April 2018 www.computer.org/internet



44 ComputingEdge February 2020

 

 INTERNET OF THINGS, PEOPLE, AND PROCESSES  

Cloud-based solutions 
We next explain the alternative to a direct Internet connection. Mobile operators offered a solu-
tion to this problem—instead of setting a WiFi router and Internet connection, they offered a mo-
bile network solution. To come closer to IoT sensors, they use 3G/4G or 5G connections from 
their operated services. This solution requires a new device capable of accepting signals from the 
personal area network and connecting to the mobile operator’s network. The user can use a clas-
sical mobile device and connect to the IoT devices by Bluetooth. The market also offered solu-
tions with special dedicated devices that can communicate with Bluetooth and also accept a SIM 
card to connect to the mobile operator’s network. Figure 4 presents a typical solution provided 
by the mobile operator for the purpose of IoT sensors and remote controller devices. 

 
Figure 4. IoT sensor and controller devices connected to a cloud server via smartphone and mobile 
operator’s network.  

These designs are good enough if the IoT sensors do not require a lot of communication and pro-
cessing. For example, in the case of measuring environmental temperature, there is no need to 
transmit data permanently, but at regular intervals, such as one value per minute, or less. 

New technologies enabled more sophisticated sensors that permanently sense data with a high 
frequency. For example, a camera can sense the traffic density or an ECG sensor can sense heart-
beats. The birth of big data is based on such streaming sources that provide data with high vol-
ume, velocity, variety, variability, and veracity. 

The big data evolution introduced new functions in the IoT world and characteristics for IoT de-
vices, and also addressed the need for increased storage and processing requirements. The previ-
ous design considerations, now introduce new problems such as where to store the streaming 
data and who will process it to trigger relevant activities on the controller device. 

The existing designs of cloud-based IoT (Figure 3) or mobile operated cloud-based IoT solution 
(Figure 4) are not good enough. The problems occur because streaming data transmitted over the 
WAN will soon occupy the network throughput as the number of these connections increases 
and provokes server congestion. Of course, there is a solution for the increased WAN bandwidth, 
but the number of connected IoT sensors rises with a higher rate than the network providers can 
cope with. 

Cloudlet and mobile edge computing 
The solution for avoiding communication bottlenecks is to distribute the processing closer to the 
user. This is the basis of a cloudlet solution. A smaller server is hosted closer to the user, and all 
the storage and processing requirements are now distributed to these smaller cloudlet servers. 
They provide the same functions as the cloud data center, but can accept only a limited number 
of IoT devices and provide relevant service. The cloud data center is now relieved with high 
communication demands and collaborates with the cloudlet to exchange relevant information and 
provide extended services with added value. 

Figure 5 presents the architecture of the cloudlet solution for streaming IoT devices. The IoT 
sensor or controller devices communicate with the digital repeater via a personal area network, 
using wireless Bluetooth technology or a direct cable connection. The digital repeater buffers the 
received signal and then transmits it to the cloudlet server via a WiFi router. The cloudlet server 
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collects the streaming data and processes it, providing relevant services. Only selected and pro-
cessed information is sent to the cloud data center, which provides a more comprehensive analy-
sis of the input data. This solution is a successful upgrade of the direct cloud solution due to the 
smaller latencies and the distribution of high throughput streaming data and processing to local-
ized servers. It has been proven that the latencies generated by the digital repeater and WiFi 
router, the Bluetooth/WiFi and LAN connections, and slower cloudlet servers are smaller than 
the overall latencies to access the cloud data center even if it processes faster than the cloudlet 
server. The highest impact of this design is the decrease of high throughput demands. 

 
Figure 5. Cloudlet solution for streaming IoT sensor and controller device.  

Mobile operators have offered a similar concept to solve the high throughput demands of IoT 
devices (Figure 6). They host smaller servers at the premises of their base stations, and bring the 
storage and processing closer to the users at the edge of their network. This is known as the mo-
bile edge computing solution. 

 
Figure 6. Mobile edge computing solution for streaming IoT sensor and controller device.  

Edge computing solutions 
So far, we have presented four solutions for the IoT world’s requirements for computation and 
storage offload: 

• Cloud directly connected via Internet (Figure 3). 
• Mobile operated cloud solution (Figure 4). 
• Cloudlet solution (Figure 5). 
• Mobile edge computing solution (Figure 6). 

The first and third use a kind of open environment since the user can select the Internet provider 
and cloud provider. The second and last solutions are proprietary for mobile operators and the 
user is usually in a “lock-in” situation with no possibility of choosing or changing anything. In 
the cloudlet solution, the user needs to install his or her own cloudlet server and pay a monthly 
subscription fee. In the case of mobile operator solutions, the monthly-prepaid subscription is the 
only alternative. 

The last two designs, which solve the problem of streaming IoT data, encompass the movement 
of centralized services closer to the user (an implementation of the edge computing concept to 
push applications, data, and computing power by bringing the processing closer to the logical 
extremes). The architecture of cloudlets or the mobile edge computing solution assumes the es-
tablishment of an intermediate layer between the cloud server and the IoT device in the form of 
an edge server. 
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This leads back to the concept of moving the data collection and initial processing even closer to 
the user and closer to the place where the data is produced and used. This concept means that 
there will be another layer, an additional edge device, between the end-user IoT device and the 
intermediate layer. 

The idea presented in Figure 7 changes the use of the repeater with a smaller server in a form of 
an edge device (sometimes called dew9). It can be a desktop computer, laptop, tablet, smartphone 
or another mobile device capable of processing the incoming data stream locally. In addition, it 
can store data for a limited time, and unless the data is unloaded, the old data will be deleted. It 
can communicate both to the lower hierarchy level (IoT devices) and higher levels (cloudlet or 
mobile edge computing server and cloud data center). 

 
Figure 7. Edge computing solution using an IoT and edge devices. 

The communication with IoT devices consists of reception of data and transmission of triggers. 
The higher levels enable interconnection and information exchange with the outside world, for 
example, to unload the stored data and send relevant information to the cloud data center. This 
edge computing design brings the data collection and processing closer to the source and end-
users. 

DISCUSSION 
Dolui and Datta give a good comparison of related terms when they compare terms based on 
their implementations.10 They analyze fog computing node devices by routers, switches, or gate-
ways, with cloudlets as data centers in the nearby LAN, and mobile edge computing as servers at 
the base stations of mobile operators. 

Edge computing has been analyzed from various architectural approaches. Nastic et al. intro-
duced serverless architecture for edge computing, so the idea of going closer to the roots of data 
producers is even more extracted.11 

Analysis of the best edge computing solution 
Our idea was to choose the best edge computing solution to distribute processing closer to the 
user and data source. One would ask which solution is the best, cloudlet, fog or mobile edge 
computing, or a combination of these concepts. There is no straight answer to this question, so 
we will analyze the conditions that help solution providers choose the best. 

The direct cloud solution opposed to the edge computing concept is the best alternative in the 
case of a static IoT sensor that senses environmental data that does not change a lot over time, 
such as temperature. This sensor does not stream data but rather sends information on regular 
time intervals and, in this case, the communication, storage and processing requirements are very 
small. This is especially important in the case of a regular power supply of electricity. 

The edge computing solution with a cloudlet server and cloud data center is the best in the case 
of a static IoT sensor that streams a lot of data, such as video signal. The sensor transmits a lot of 
data that is stored for a limited time period on the edge device and selected data is sent to the 
cloudlet for further processing in collaboration with the cloud data center. 

The mobile edge computing solution is a good alternative if the sensor is not static (it changes its 
geographic position) and there is no available Internet provider coverage. In this case, the sensor 
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directly communicates with the mobile operator’s network where the fog/edge server will collect 
and process incoming data, collaborating with their cloud data center. 

The mobile edge computing and cloudlet solutions are the best alternative for a movable and 
streaming IoT sensor and edge device. The mobile edge device may not have a continuous Inter-
net connection. Since this edge device collects, processes and stores data, it is not necessary to 
have a permanent Internet connection. In this case, whenever the IoT sensor and edge device are 
within the range of an Internet connection, the data will be unloaded and the cloudlet/cloud 
server will update the current situation. It is also possible to use a 3G/4G connection to exchange 
data with the cloudlet/cloud server. 

Table 1 gives a summary of the best solutions in various scenarios for the IoT sensor and its cor-
responding edge device. Based on their position, the following categories are determined: 

• static location, when the IoT sensor and edge device do not move over time and have 
permanent energy supply; 

• movable location in the case of a movable IoT sensor; and 
• edge device, charged by a battery. 

In our classification, the sensor streams data if the sampling frequency is higher than 1Hz at one 
data item per second. We understand that this value is not determined exactly, but usual values 
for streaming data are those with sampling frequencies higher than 100 Hz and those that trans-
mit data less than 0.1 Hz are assumed not to be streaming. 

Table 1. The Best solution in the case of static and movable IoT sensors based on data streaming 
and Internet availability. 

Position/ Data Streaming Data Sending Files 

Static Edge device and cloudlet/cloud Cloud only 

Movable Edge device and MEC Fog only 

Movable with WiFi Edge device and cloudlet/cloud Cloud only 
 

In the presented categorization, we also differ between a permanent Internet connection and 
availability of mobile-operated network access. 

A CASE STUDY: A WEARABLE ECG SENSOR 
Let’s analyze the ICT requirements of an existing health-related IoT solution that uses an edge 
device. The case study consists of a wearable ECG sensor attached to the human body and a mo-
bile phone that acts as an edge device. The communication between the wearable sensor and the 
edge device is via Bluetooth and via WiFi or 3G/4G for the Internet. 

The users prefer to wear their ECG sensors and monitor heart functions on the edge device 
(smart-phone) without any constraints that prevent their normal physical activities. They prefer 
mobile phones whose batteries last more than 20 hours without recharging since it is common 
practice to recharge the mobile phone at night while the user is sleeping. 

Storage requirements 
The edge device (smartphone) stores data with a limited capacity. The assumption is that the at-
tached wearable ECG sensor samples data with a 500 Hz frequency and uses a 2-byte sample. So 
the edge device (smartphone) needs to store 1KB per second, or 86.4 MB per day. Unless the 
edge device (smartphone) does not unload and delete old data, the requirement to store the in-
coming data will reach 2.6 GB in one month. 
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such as temperature. This sensor does not stream data but rather sends information on regular 
time intervals and, in this case, the communication, storage and processing requirements are very 
small. This is especially important in the case of a regular power supply of electricity. 

The edge computing solution with a cloudlet server and cloud data center is the best in the case 
of a static IoT sensor that streams a lot of data, such as video signal. The sensor transmits a lot of 
data that is stored for a limited time period on the edge device and selected data is sent to the 
cloudlet for further processing in collaboration with the cloud data center. 

The mobile edge computing solution is a good alternative if the sensor is not static (it changes its 
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Annual storage requirements will exceed 949 GB closing to the TB limits. 

Communication requirements 
If all data is streamed over the WiFi to higher level servers, then the demands of this system re-
quire 8Kbps transfer rate if streaming data is transmitted without identification, time, and space 
stamps. However, application software may involve a big overhead, for example, complex .Net 
methods transmit textual data instead of binary numbers. 

A typical TCP/IP connection usually adds overhead due to the headers of the implemented 
TCP/IP levels. Considering the acknowledgements and other controlling mechanisms, we can 
expect this transfer rate to double. 

Even a doubled transfer rate value is acceptable since the current standard cable operators offer 
uplink speed of at least 1Mbps. So, the communication with the cloud will not cause a substan-
tial problem from the user’s perspective. 

However, a communication bottleneck may appear at the cloud data center if hundreds or thou-
sands of users log into the cloud and concurrently stream data. The problem arises mostly at the 
server side, at the premises of the cloud data center. 

Processing requirements 
The processing requirements depend mostly on the implemented algorithms. Small pipelined 
ECG analysis and feature extraction algorithms may require up to 1K computations per sample, 
but comprehensive analysis may require more than 1M operations per sample. 

Assuming that 500 samples arrive each second then the requirement will be 500K operations per 
second for streaming pipelined algorithms and 500M operations per second for comprehensive 
analysis. Theoretically, all modern smartphones can perform sufficient operations per second, for 
example, iPhone 6 reaches 2 Gflops/s, and Samsung Galaxy S6 even higher. 

However, if hundreds or thousands of ECG sensors stream data to a cloud center, then a bottle-
neck should be expected at the premises of the cloud data center. 

Energy consumption 
So far, we have analyzed the ICT requirements and concluded that the edge device (smartphone) 
can provide sufficient capacity to cope with them. However, the real problems start with an anal-
ysis of energy consumption. 

Smartphone producers claim that the battery of their models from 2016 have a capacity of at 
least 1.800 mAh and can play video for at least 10 hours until they run out of battery. However, 
in terms of 3D gaming, they can only survive about two-and-half hours. Both these examples 
show that in case of increased processor activity, the battery life is not sufficient for a careless 24 
hour use. A careful analysis shows that most of the energy is consumed by the screen, which is 
not required in the case of a monitoring application. The screen will be used only if the user likes 
to monitor the activities, or in the case of an emergency. Several tests show that the transmission 
of the ECG signal via WiFi or 3G/4G can be realized with available battery capacity. However, 
the problem is the software solution and the implemented algorithm to detect the heartbeat and 
diagnose the heart function. An algorithm using a comprehensive analysis of the ECG signal will 
require too much processor activity that will drain the battery life in at least 4 hours (less than 3D 
video gaming). So there must be a compromise, and the developers have to code software with 
highly efficient streaming algorithms. 
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Recommendations 
Wearable IoT (ECG) sensors and edge devices (smart-phones) can be built in such a way that 
enables sufficient capacity for the communication, storage and processing requirements. How-
ever, the real problem arises when analyzing energy consumption of the wearable edge device. 

The compromise is to decrease some of the analyzed communication, storage, and processing 
requirements. The first solution is to select what is to be transmitted to the cloud, the second is to 
select what data to store (not all data), and the last is to realize less precise monitoring algo-
rithms. 

Usually, the solution providers compromise with a combination of all these requirements or se-
lect the last one: to develop smaller monitoring capacities and transfer all data to the cloud, 
where a comprehensive analysis can be realized. This solution is designed to remain on the safe 
side, keep and transmit all data to the server, and enable essential monitoring information. 

In the case of the ECG, some other relevant issues can also arrise, since not all data is needed 
unless the heart is detected to be out of normal function. This is why the edge device will play a 
huge role in further development of this computing concept. Only selected data will be transmit-
ted and stored on the cloud. This is mostly comprised of the problematic issues since data that 
represents normal cardiac activity is not intended for further analysis. Of course, a limited stor-
age capacity of the cloud can be offered to store a certain time interval, such as one or past two 
months. The old data will be deleted unless it is marked to be saved. 

CONCLUSION 
In this paper, we have presented the evolution of the edge computing concept from an IoT per-
spective. In the past, IoT sensors and controller devices required processing that is done by con-
nection to a cloud data center, either via WiFi or via 3G/4G or 5G. This concept successfully 
completes centralized processing in the cloud environment. 

However, the evolution of IoT sensors with streaming data, changed the course of events. At the 
moment of writing communication and processing are brought closer to the user, either by estab-
lishing a cloudlet server or by a mobile edge computing server on the edge of the mobile opera-
tor network. The new edge computing concepts go a step beyond this concept, bringing the 
communication and processing even closer to the user, and hosting an edge device close to the 
IoT devices and end users. This evolution showcases how computing architecture has changed 
over time, first we had a centralized solution, and now we are going back to distributed end-user 
devices. 

Finally, edge computing enables independence of constant networking, reducing processing la-
tency and ,at the same time, allows autonomous functioning and collaboration with distant serv-
ers. 
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A typical TCP/IP connection usually adds overhead due to the headers of the implemented 
TCP/IP levels. Considering the acknowledgements and other controlling mechanisms, we can 
expect this transfer rate to double. 

Even a doubled transfer rate value is acceptable since the current standard cable operators offer 
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in terms of 3D gaming, they can only survive about two-and-half hours. Both these examples 
show that in case of increased processor activity, the battery life is not sufficient for a careless 24 
hour use. A careful analysis shows that most of the energy is consumed by the screen, which is 
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During the past half century, the IT industry 
has witnessed several pendulum swings that 
moved the center of gravity from centralized 
workloads to decentralized processing and 

back. Disparate analog and mechanical devices consol-
idated into centralized digital mainframes then spread 

i nto i sol ated per son a l computer s, 
came together to form interconnected 
client/server processing and cloud ser-
vices, and have now separated into the 
far-flung devices that comprise the In-
ternet of Things (IoT).

As early as 1994, the advent of em-
bedded microprocessors necessitated 
the definition of a topology to describe 
and manage the connected ecosystem.1

› Cloud: Also referred to as the core, 
the cloud is the collection of fixed, 
interconnected data centers that 
house infrastructure, applications, 
and data.

› Edge: The edge is the collection of 
remote devices that couple sen-
sors, processors, storage, and a 

network connection to the cloud. Referred to col-
lectively as the IoT, these devices are often mobile 
and, thus, use wireless communications, have low 
power consumption, and provide only minimal 
processing and storage capacity.

› Fog: This is the hierarchical interconnection be-
tween the edge and cloud, including localized pro-
cessing, gateways, networking components, access 
devices, and security controls.
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To say that the IoT is exploding is an 
understatement. It is estimated there 
are five IoT devices for every person 
on the planet, with an annual growth 
rate of 12%, and there will be 125 bil-
lion of them by 2030.2 Outpacing the 
growth in the number of devices is the 
meteoric rise in IoT revenue, which is 

expected to exceed US$1.7 trillion in 
2019, up 350% from US$486 billion 
in 2013.3 This expanding galaxy of 
connected devices produces an as-
tronomic amount of information and 
shifts the center of data gravity from 
the cloud to the edge. By 2025, it is esti-
mated that more data will be created in 
IoT devices than in data centers: 90 ZB 
out of a global datasphere of 175 ZB.4

CHALLENGES
As data sets grow, they become propor-
tionally difficult to move. This causes 
more transportable consumers of the 
data, such as applications and services, 
to gravitate toward the source to de-
crease latency and increase through-
put.5 As on-device data burgeon, the 
center of data gravity shifts out of the 
cloud and creates many problems at 
the edge, including the following:

 › Bandwidth: The amount of data 
created at the edge will soon 
outstrip the connectivity band-
width to ship the information 
to the cloud. For example, it is 
estimated that autonomous cars 
will generate between 5 and  
20 TB per vehicle per day.6 At 
those rates, even the 10-Mb/s 
bandwidth offered by 5G wire-
less communications technology 
will quickly be consumed.

 › Latency: Many of today’s distrib-
uted IoT applications require 

cloud processing. As the center 
of data gravity moves toward the 
edge, the access latency between 
cloud-hosted applications and 
device-based data will increase, 
creating serious problems for 
systems that require real-time 
responses, such as manufactur-

ing, health care, security, and 
power distribution.

 › Outages: The edge depends on 
connectivity. An outage in a 
service, server, or network could 
have serious implications for 
edge systems that rely on other 
resources for processing, data, 
security, and command and 
control. It is also difficult to 
predict how a local outage could 
propagate across other devices 
and whole segments of the edge 
in a cascading failure.

 › Security: As data move to the 
edge, the attack surface of a 
given enterprise increases 
exponentially. Each edge device, 
IoT link, distributed application, 
and edge user becomes another 
potential target for exploitation 
by bad actors.

 › Privacy: Much of the data and 
metadata generated by IoT 
devices contains personal and 
privileged information. As data 
move to the edge, questions of 
ownership, rights, and privacy 
become increasingly complex.

To help lessen the impact of these 
problems, computational resources are 
migrating toward the edge and inter-
connecting fog infrastructure. Com-
monly called fog computing or cloudlets, 
small-scale mini data centers located 
near the edge provide resource-inten-

sive and transaction-heavy edge ap-
plications with powerful computing 
resources and lower latency. As this 
shifting data gravity pulls computing 
to the edge and fog layers, the impact of 
bandwidth, latency, and outage issues 
is lessened but not eliminated.

With the increasing processing 
horsepower outside the cloud, ad-
vanced analytic applications are also 
moving toward the edge, bringing 
with them their embedded artifi-
cial intelligence (AI) models. By per-
forming analytics at or near the edge, 
decision making is pushed closer to 
both the sensors providing telemetry 
data input and the actuators reacting 
to analytics-based output. Addition-
ally, emerging parallel programming 
paradigms, such as OpenACC and the 
CUDA-aware message passing inter-
face, are changing edge applications to 
decrease latency and gain a degree of 
autonomy in the event of connection out-
ages between the edge and the cloud.

THE SMART EDGE
These transitions have triggered the 
emergence of the “smart edge,” which 
is composed of edge data, computing, 
analytics, and AI. Smart edge solu-
tions are being applied across numer-
ous industries:

 › Health care: Health care is 
embracing the rapid adoption 
of smart edge medical devices, 
including wearables, hearables, 
injectables, and ingestibles for 
patients and computer vision, 
remote patient monitoring, 
and telehealth for clinicians.7 
The evolution of medical edge 
devices mirrors the fog com-
puting developments in the 
smart hospital, where connected 
medical device data are fed to 
advanced analytical platforms to 
derive insights that are accessi-
ble to local and remote users and 
systems.

 › Agriculture: A bevy of smart 
sensors and processors is fueling 
a surge in smart farming, where 

The reigning data processing philosophy is to 
save all of yesterday’s data today, since it is 

unknown what could be important tomorrow.
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smart edge devices are used 
for video-based automation, 
autonomous seeding/feeding/
weeding/reaping, and real-time 
telemetry from drones and 
robotic machinery. The smart 
edge provides more accurate and 
insightful environmental moni-
toring of soil, crop, weather, and 
chemical data. It is also a prereq-
uisite for agro-innovations, such 
as vertical farming, which uses 
sensor data for local analytics to 
optimize food production with-
out the need for farmland.8

 › Transportation: The self-driving 
car has become the de facto 
mascot for smart edge technol-
ogy, and the obligatory refer-
ences to lidar processing, data 
uplink issues, and security risks 
are almost cliché. However, 
the smart edge is not only the 
catalyst for advancements in 
consumer transportation but it 
enables autonomous shipping, 
rail, trucking, and air services 
and, by extension, smart ports, 
roads, and traffic. As exciting 
as these innovations are, the 
real power that the smart edge 
unlocks for transportation is 
in vehicle-to-everything (V2X) 
technology, where vehicles and 
traffic systems all communi-
cate directly (that is, bypassing 
the cloud) through industry 
standards such as IEEE 802.11p/
Dedicated Short-Range Commu-
nications, the 3rd Generation 
Partnership Project-defined cel-
lular V2X, and 5G. V2X promises 
safe, agile, and efficient auton-
omous transportation across all 
vehicle categories.9

 › Fog computing and micro data 
centers: As smart edge develop-
ments enable use cases in all 
industries, there is an implicit 
dependency on a smart fog com-
puting hierarchy that collects 
and distributes data, users, 
policies, and security across 
the edge ecosystem. As with 

the smart edge, fog computing 
leverages AI to place computing, 
storage, network, and security 
resources closer to the points of 
creation and consumption. A 
compelling trend is the packag-
ing of fog computing resources 
in micro data centers, which 
consolidate resilient, high-ca-
pacity, low-touch infrastructure 
in a refrigerator-size cabinet 
located locally and linked hier-
archically. Micro data centers 
are quietly appearing in various 
distributed outlets, such as 
bank branches, manufacturing 
facilities, retail outlets, smart 
buildings, telecommunications, 
and the power grid.10

The advent and maturation of the 
smart edge creates many subtle con-
sequences that are only now being 
explored. What happens when smart 
edge analytic demands exceed the 
capabilities of the edge device? What 
happens when edge data are too large 
to uplink to the fog and cloud layers? 
How will direct edge-to-edge com-
munication solve the problems that it 
shares with the edge-to-cloud system 
(outages, bandwidth, latency, and se-
curity)? How will smart edge devices 
secure their rapid-fire chatter against 
e ave s d r op p e r s whe n e nc r y p t ion 
bloats compressed data and amplifies 
the effects of data gravity? How will 
the smart edge provide “explainabil-
ity” to trace and remediate local and 
cascading faults when smart apps typ-
ically present only a black-box cogni-
tive model?

THE LEADING EDGE
Whi le t hese and ot her cha l lenges 
emerge, the over whelming prom-
ise of the smart edge is compelling 
venture capital f irms to f und and 
deploy start-ups to exploit the “edge 
ef fec t s.” Genera l IoT i nvest ment 
rose to US$16.7 billion in 2018, a 94% 
growth rate from 2017.11 The adven-
turous start-ups are racing to pro-
vide solutions to a variety of smart 

edge opportunities, including the 
following:

 › Stratified learning: Today’s mono-
lithic learning pipelines train AI 
models in the cloud and down-
load them to the fog and edge 
layers. As feedback data trickle 
back to the cloud from the edge, 
the model is retrained and re-
propagated out. With smart edge 
and fog computing, this cycle is 
trifurcated with rapid local-
ized and regionalized learning 
that occurs as close to the data 
creation and sensor/actuator 
interaction as possible. The 
resulting locally trained models 
filter back to the cloud, where 
they are amalgamated into the 
master model.12 Although it is 
still experimental, the implica-
tions of real-time, local learning 
for high-volume streaming edge 
data, especially high-resolution 
video, will reshape many indus-
tries, such as manufacturing, 
defense, security, transporta-
tion, and surveillance.

 › Smart data digest: Whether a 
smart edge device is a phone, 
hydroelectric generator vibra-
tion monitor, surgical telehealth 
link, or industrial manufactur-
ing robot, there is a wealth of 
data volume but a sparsity of 
data information. The reigning 
data processing philosophy is 
to save all of yesterday’s data 
today, since it is unknown what 
could be important tomorrow. 
While logically sound, this 
approach is empirically sloppy. 
Emerging smart data digest and 
data reduction solutions attempt 
to find meaning-rich needles 
and discard the meaningless 
haystacks. Although this seems 
akin to picking next week’s 
lottery numbers, emerging 
techniques and solutions that 
use observation and attribute 
reduction, digital threading, and 
principal component analysis 
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To say that the IoT is exploding is an 
understatement. It is estimated there 
are five IoT devices for every person 
on the planet, with an annual growth 
rate of 12%, and there will be 125 bil-
lion of them by 2030.2 Outpacing the 
growth in the number of devices is the 
meteoric rise in IoT revenue, which is 

expected to exceed US$1.7 trillion in 
2019, up 350% from US$486 billion 
in 2013.3 This expanding galaxy of 
connected devices produces an as-
tronomic amount of information and 
shifts the center of data gravity from 
the cloud to the edge. By 2025, it is esti-
mated that more data will be created in 
IoT devices than in data centers: 90 ZB 
out of a global datasphere of 175 ZB.4

CHALLENGES
As data sets grow, they become propor-
tionally difficult to move. This causes 
more transportable consumers of the 
data, such as applications and services, 
to gravitate toward the source to de-
crease latency and increase through-
put.5 As on-device data burgeon, the 
center of data gravity shifts out of the 
cloud and creates many problems at 
the edge, including the following:

 › Bandwidth: The amount of data 
created at the edge will soon 
outstrip the connectivity band-
width to ship the information 
to the cloud. For example, it is 
estimated that autonomous cars 
will generate between 5 and  
20 TB per vehicle per day.6 At 
those rates, even the 10-Mb/s 
bandwidth offered by 5G wire-
less communications technology 
will quickly be consumed.

 › Latency: Many of today’s distrib-
uted IoT applications require 

cloud processing. As the center 
of data gravity moves toward the 
edge, the access latency between 
cloud-hosted applications and 
device-based data will increase, 
creating serious problems for 
systems that require real-time 
responses, such as manufactur-

ing, health care, security, and 
power distribution.

 › Outages: The edge depends on 
connectivity. An outage in a 
service, server, or network could 
have serious implications for 
edge systems that rely on other 
resources for processing, data, 
security, and command and 
control. It is also difficult to 
predict how a local outage could 
propagate across other devices 
and whole segments of the edge 
in a cascading failure.

 › Security: As data move to the 
edge, the attack surface of a 
given enterprise increases 
exponentially. Each edge device, 
IoT link, distributed application, 
and edge user becomes another 
potential target for exploitation 
by bad actors.

 › Privacy: Much of the data and 
metadata generated by IoT 
devices contains personal and 
privileged information. As data 
move to the edge, questions of 
ownership, rights, and privacy 
become increasingly complex.

To help lessen the impact of these 
problems, computational resources are 
migrating toward the edge and inter-
connecting fog infrastructure. Com-
monly called fog computing or cloudlets, 
small-scale mini data centers located 
near the edge provide resource-inten-

sive and transaction-heavy edge ap-
plications with powerful computing 
resources and lower latency. As this 
shifting data gravity pulls computing 
to the edge and fog layers, the impact of 
bandwidth, latency, and outage issues 
is lessened but not eliminated.

With the increasing processing 
horsepower outside the cloud, ad-
vanced analytic applications are also 
moving toward the edge, bringing 
with them their embedded artifi-
cial intelligence (AI) models. By per-
forming analytics at or near the edge, 
decision making is pushed closer to 
both the sensors providing telemetry 
data input and the actuators reacting 
to analytics-based output. Addition-
ally, emerging parallel programming 
paradigms, such as OpenACC and the 
CUDA-aware message passing inter-
face, are changing edge applications to 
decrease latency and gain a degree of 
autonomy in the event of connection out-
ages between the edge and the cloud.

THE SMART EDGE
These transitions have triggered the 
emergence of the “smart edge,” which 
is composed of edge data, computing, 
analytics, and AI. Smart edge solu-
tions are being applied across numer-
ous industries:

 › Health care: Health care is 
embracing the rapid adoption 
of smart edge medical devices, 
including wearables, hearables, 
injectables, and ingestibles for 
patients and computer vision, 
remote patient monitoring, 
and telehealth for clinicians.7 
The evolution of medical edge 
devices mirrors the fog com-
puting developments in the 
smart hospital, where connected 
medical device data are fed to 
advanced analytical platforms to 
derive insights that are accessi-
ble to local and remote users and 
systems.

 › Agriculture: A bevy of smart 
sensors and processors is fueling 
a surge in smart farming, where 

The reigning data processing philosophy is to 
save all of yesterday’s data today, since it is 

unknown what could be important tomorrow.
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are being developed to target 
edge data reduction.13

 › Personal analytical sovereignty: 
Data sovereignty provisions, 
including the European Union’s 
General Data Protection Regula-
tion, govern which country’s laws 
have jurisdiction over a given 
data set. Fueled by events such 
as the Cambridge Analytica de-
bacle, personal data sovereignty 
measures, such as the California 
Consumer Privacy Act, decide 
who should control the collec-
tion, dissemination, and deletion 
of private information. Personal 
analytical sovereignty takes this a 
step further by determining who 
controls the AI models that are 
trained from personal data. Why 
the distinction? If the sovereignty 
of personal data on a smart edge 
device is determined to reside 
with the user, other interested 
parties can simply bypass per-
sonal data protection and use the 
much more valuable AI models. 
For instance, does my personal 
retail buying model belong to 
me, my phone company, the 
store I am visiting, or the edge 
e-commerce software I installed 
that eagerly learns my buying 
habits? Solutions that resolve 
these issues cleanly, which is by 
no means an easy feat, can grant 
their users a portable, secure, and 
personally controlled behavioral 
model that may share the per-
sonal data needed for transac-
tions but will retain and control 
the learned persona of its owner.

The IoT data explosion has cre-
ated an ever-increasing volume 
of edge data, and the resulting 

edge data gravity is causing significant 
challenges in today’s connected ecosys-
tem. In response, compute capacity and 
AI-based analytics resources are drawn 
closer to the edge, creating the smart 
edge. While smart edge devices and fog 

computing have made considerable 
inroads into all industries, manifold 
issues have emerged, including band-
width, latency, security, and privacy. 
However, each of these problems leads 
to the next generation of smart edge solu-
tions and opportunities in a regenerative 
feedback cycle. Stratified learning will en-
able real-time cognitive processing and 
autonomous training, while the smart 
data digest will preserve bandwidth by 
increasing the data value and obviating 
many of the effects of edge data gravity. 
However, the greatest smart edge impact 
may be the realization of hyperadaptive 
individualized computing that is pro-
tected by personal analytical sovereignty. 
We are just seeing the beginning. 
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